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Preface

Most of the data used to explore and explain phonetic variation in the speech of foreign language learners was recorded on a small-scale in experimental research. Likewise language learner corpora are usually based on written rather than on spoken data whereas phonetically annotated corpora of various speech styles do not explicitly consider language learners as speakers. However, we notice a growing number of research using large-scale collections of phonetic learner data as well as the development and investigation of full-fledged phonetic learner corpora.

The aim of this half-day workshop is to bring together researchers working with large-scale data sets of speech in a background of foreign and second language learning. The target audience comprises colleagues setting up learner corpora, experts in phonetic corpora, researchers with phonetic and phonological experiments in L2 acquisition, and those with an interest in phonetic aspects of L2 teaching and non-native speech in general.

At this meeting 17 papers from 10 countries will be presented to nearly 40 participants. Our thanks go to all authors and presenters for their work. Particularly we would like to thank very much our invited speakers for their keynotes: Anke Lüdeling (Humboldt University Berlin, Germany), as well as Sylvain Detey (Waseda University, Japan) and Isabelle Racine (Geneva University, Switzerland). We are also grateful to the organisers of ICPhS2015 who provided the room and helped with the infrastructure. Last but not least we are happy that this workshop is supported by the Deutsche Forschungsgemeinschaft (DFG) and the Agence Nationale de Recherche (ANR) through the project IFCASL where also the homepage of the workshop is located at <www.ifcasl.org>.

We wish all participants a fruitful and interesting meeting and we hope that it will be a kick-off for further meetings and publications.

The organisers
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1. ORIGINS

In 2014, the first Handbook of Corpus Phonology [10] was published by Oxford University Press, including a chapter describing the field of L2 corpus-based phonology written by Ulrike Gut [14], five years after the publication of her monograph about the LeaP corpus [13], which can be considered as a landmark corpus in the area. The inclusion of such a chapter in the handbook is an acknowledgement of the need to extend the methods and principles of corpus phonology to the field of non-native speakers, at a time when L2 pronunciation research is getting over the past theoretical or disciplinary boundaries (phonology vs phonetics; linguistics vs psycholinguistics; L2 acquisition studies vs L1 variationist sociolinguistic studies) and benefits from a new momentum. Unsurprisingly, L2 English has been the focus of most L2-oriented corpus-based phonology-phonetics projects (e.g. LeaP [13], AESOP [21]), but L2 Dutch has also been a proficient domain in connection with educational objectives in the field of Computer-Assisted Pronunciation Training programmes [16]. It is only recently that similar ventures have been launched for French [2, 15], with the Interphonologie du Français Contemporain (IPFC) project at its forefront. The IPFC project originally stemmed from the Phonologie du Français Contemporain (PFC) research programme [11]: a large-scale phonological survey across the French-speaking world launched in the late 1990s by three French phonologists, Jacques Durand, Bernard Laks and Chantal Lyche, who had become wary of the often limited set of data on which most French phonology had been relying. Standing against ‘armchair’ linguistics and in tune with the technical developments of oral databases and advances in sociophonetics, they designed a recording protocol inspired by William Labov’s work which could be used with most speakers to ensure data comparability. The PFC corpus (www.projet-pfc.net) turned out to include multilingual speakers (in Africa, Canada, Louisiana), whose status as ‘native’ speakers of French could sometimes be debatable. Hence the launch of a dedicated ‘non-native’ avatar of PFC in 2008, the first of its kind for L2 French, with a Japanese team [5], immediately followed by a Spanish team, trying to combine the principles of PFC with the lessons learned from other projects, particularly in L2 English [13, 14]. The IPFC project now includes different teams representing 16 first languages (German, Alemnic, English, Arabic, Korean, Danish, Spanish, Greek, Italian, Japanese, Dutch, Norwegian, Portuguese, Russian, Swedish, Turkish) (Fig. 1), whose members (linguists and language educators) share an interest in L2 French pronunciation and are keen on exploring non-native varieties as part of the sociolinguistic continuum on which native, plurilingual and non-native speakers can be examined. It is important to note that the educational perspective is an integral part of the project, which partly explains some of its methodological orientations [9].

Figure 1: The website of the IPFC project with the different teams and survey points.
2. METHODOLOGY

2.1. Recording protocol

The protocol is made up of 6 tasks, two of which (b and d) are common to the PFC project for comparability purposes: a) repetition of an L1-specific wordlist\(^1\), b) reading out of the PFC wordlist, c) reading out of the L1-specific wordlist\(^2\), d) reading out of the PFC text, e) interview with a native speaker, f) interaction between two non-native speakers. A sociolinguistic questionnaire as well as a consent form are also included.

2.2. Data processing

Following the rationale adopted in PFC regarding data interoperability on the one hand and the pitfalls of phonetic transcriptions for large data-sets on the other hand, the audio recordings are orthographically transcribed with text-to-sound alignment in Textgrid files used with Praat [1]. Specific transcription conventions were designed to handle the characteristics of non-native speech [20].

2.3. Data analyses

Since one of the objectives of the corpus was to process as automatically as possible large sets of data, and following PFC’s stance on variation, with a strong educational perspective in the case of IPFC, we decided to adopt and extend the coding system used in PFC for schwa and liaison, as an intermediate step between rough perceptual categorization (correct/incorrect) and fine-grained acoustic analysis (with its limits) [4]. The overall structure of each code is divided into four sections: 1) target structure, 2) left context, 3) right context, 4) perceptual assessment, primarily in terms of target-likeness (e.g. for nasal vowels: nasality, quality, postvocalic consonantal excrescence [8]). Alphanumeric codes were designed for consonants, oral vowels, nasal vowels, liaison and consonant clusters, and human coders, on the basis of their perceptual assessment of the production, insert the code in the orthographic transcription right after the structure under scrutiny, using separate tiers for each phenomenon (Fig. 2). The files are then analyzed with Dolmen, a phonological concordancer developed for the project by Julien Eychenne [12] (Fig. 3), which allows users to perform queries in the coded corpus and recover the requested items with several options. Dolmen provides descriptive statistics for code-based queries, and digs out the corresponding occurrences in concordance lines with the possibility of opening the sound files in Praat. A multiple-blind assessment option is included in the system.

Despite its obvious limitations in terms of phonetic description accuracy, this approach has proved successful so far (congruency between multiple subject psycholinguistic tests and coded results for isolated words), offering several advantages (especially for continuous speech): it can delineate specific data subsets for extensive analyses, and be used in the framework of perceptual studies, with a clear connection to perceptual norms. Last but not least, it really fits, in our view, with the overall objective and method of corpus phonology (but not laboratory phonetics at this stage).

---

\(^1\) Dolmen

\(^2\) Praat
3. ILLUSTRATIONS

Among the common objects of interest for all IPFC teams, nasal vowels and *liaison*, two typically difficult structures to be mastered by learners of French, have been extensively studied in the project [4, 7, 17, 18]. For several reasons (e.g. the relative difficulty of acoustical measures), the French nasal vowels have been a good benchmark to test and develop our approach, both with beginners and advanced learners. As for *liaison*, which has been a central object of study in the PFC project, it is also of particular interest in the case of L2 learners since it must be analyzed in a multidimensional manner: both from a segmental and a suprasegmental perspectives, but also at the interface between phonology, morphosyntax, lexis and orthography. Other elements have also been studied (high rounded vowels, voiced plosives, liquid consonants, lexical stress), and each team has its own focus (e.g. final consonant devoicing among Germanic languages speakers and vocalic epentheses among Japanese learners). Having a common coding system for all L1-specific surveys, with the Dolmen application to perform cross-corpus queries, is one of the main methodological assets of the IPFC project to carry out comparative analyses between different groups of learners (e.g. *liaison* production by Italian and Spanish learners of French, with 4788 coded liaison sites [19]).

4. PERSPECTIVES

Building up an international database such as the one we are striving to achieve in IPFC takes time. Even though most of the methodological features of the project are now set, we are still in the process of developing: (i) a full-fledged searchable database, (ii) automatic functions in Dolmen to provide richer descriptions of the learners’ productions, (iii) guidelines to evaluate our data with semi-manual acoustic analyses on the one hand and automatic machine assessment on the other hand, (iv) pedagogical applications for syllabus design and pronunciation training. For more information about the IPFC project, see: [http://cble.tufs.ac.jp/ipfc/](http://cble.tufs.ac.jp/ipfc/).
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1 The lists include items common to all surveys (e.g. words with nasal vowels, since these vowels are difficult to acquire for most learners of French) and words specifically chosen for specific groups of learners (e.g. items with consonantal clusters for Japanese learners).

2 The L1-specific wordlist repetition-reading tasks included in the protocol aim at taking into account the impact of the orthographic factor in the elicitation process [3, 6].
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1. INTRODUCTION

The Computer-Assisted Listening and Speaking Tutor (CALST) is a multi-lingual platform for listening and pronunciation training. It both makes predictions about mistakes that learners can be expected to make and learns from actual, observed mistakes: 1) It uses typological databases to perform a contrastive analysis, which is subsequently used to select exercises depending on the learner’s native language (L1). 2) For linguistic properties for which no typological data can be used to predict possible mistakes, learner data are logged. Exercises which were unproblematic for previous learners with a given native language are deleted from the learning trajectory of a new user with the same L1. 3) The rationale in 2 is also extended across target languages: If a linguistic property in one target language was unproblematic for speakers of a given L1, it is assumed that the same or a similar property will also be unproblematic for the same speaker group in another target language (L2).

The collection of an L2 learner corpus is thus an integral part of our multi-lingual computer-assisted pronunciation training (CAPT) platform. The data collection includes perception test results, voice recordings and orthographic transcriptions of auditorily presented words. The data can be analysed phonetically and will also be used directly to provide efficient learning trajectories for L2 learners.

2. PREDICTING L2 CHALLENGES

When learning a new language, L1-L2 differences are an important cause of pronunciation challenges [1]. Instead of presenting all learners with the same pronunciation exercises, information about the learner’s L1 can thus be used to select L2 pronunciation exercises which can be assumed to be particularly relevant to each specific learner. Doing just that, CALST offers tailored listening, speaking and writing exercises [5]. Based on the phoneme inventories of a large number of languages in the UCLA Phonetic Segment Inventory Database (UPSID) and the Lyon-Albuquerque Phonological Systems Database (LAPSyD), the L1-L2map tool for contrastive analysis is used to determine all unfamiliar sounds in the L2 [3]. Only these sounds are linked to exercises for any given learner. This makes the learning trajectory in CALST more efficient than in CAPT systems where the exercises are fixed.

L2 learners not only have to learn to recognize and pronounce unfamiliar sounds, they also have to learn to pronounce them in unusual positions and unfamiliar clusters [4]. In L1-L2map we have provided a list of consonant clusters which can occur in the syllable onset or coda of ten languages, including Norwegian. The exhaustive lists enable us to perform a contrastive analysis and use the result to offer tailored exercises for learners speaking those languages (at present only for Norwegian as a target language). The criteria for choosing the languages were that they belong to diverse language families and are spoken by large immigrant groups in Norway.

Unfortunately, comparable consonant cluster information is not available for other languages in a form which is suitable for contrastive analysis. Although LAPSyD contains information about the maximum syllable templates in a large number of languages, it is not possible to use this information to create tailored exercises for complex syllable clusters. This would require that we can expand the syllable templates into an exhaustive list of syllables of consonant clusters which can be used for contrastive analysis, but this is not possible [4].

Learners with native languages for which no complete list of consonant clusters is available are guided through all consonant cluster exercises. In sections 4 and 5, we shall explain how corpus data obtained from these learners can make the learning trajectory in CALST more efficient for other learners.

Other language typological information, such as the information about word stress in the StressTyp2 database can in principle also be used for a contrastive analysis, but there are still many open questions with regard to the effect of differences between L1 and L2 stress systems on language learning [2]. Similar problems in the predictability of learning challenges exist when it comes to lexical tone, where the presence or absence of lexical tones in L1 does not predict problems with the production and perception of lexical tones in L2 [6]. Since it is not immediately clear how typological information can be used in these cases, a more pragmatic approach must be adopted. Such an approach is presented in sections 4...
3. PHONETIC DATA COLLECTION

The phonetic corpus collection is an integral part of the user logging in the CALST platform.

The user logging helps learners to evaluate their L2 language skills shown in the learner progress statistics (exercise scores presented in charts) and is at the same time used to gather phonetic learner data. The data include the results from several exercise types:

- results from perception tests using minimal pairs (see AXB and minimal pair exercises in CALST)
- voice recordings of single words (pronunciation exercises)
- orthographic transcriptions of single words (spelling exercises)

Firstly, the corpus data can be analysed linguistically to further develop L2 acquisition theory. Secondly, they can be used directly to create more efficient learning trajectories, as is explained in the next two sections. In section 4, we explain how phonetic data obtained from learners with the same L1 can be used to reduce the number of exercises for a given L2, while section 5 describes a parallel application across different target languages.

4. LEARNING FROM OTHER L1 LEARNERS

In cases where language typological information cannot be used to make a selection from all available pronunciation exercises (cf. section 2), logged phonetic learner data collected about actual, observed problems for each learner can be used to tailor the learning trajectory.

CALST logs all the results from exercises (cf. section 3) together with user data, esp. the learner’s L1. If there is no typological information available which can be used to select a subset of exercises, learners must complete the full set of exercises (cf. section 2). Exercises with close to 100 % correct responses for a set of learners with a shared L1 (and no learners with the same L1 having problems with the exercise) are taken out of the learning trajectory for learners with the same L1, reducing time spent on unnecessary exercises and leaving more time to focus on other properties of the L2 which do need attention.

5. LEARNING ACROSS LANGUAGES

CALST is a truly multilingual CAPT platform, not only because it takes into consideration learner’s L1 in generating the learning trajectory, but also because any new language can be implemented on the CALST platform. By supplying language content, all the exercises in CALST automatically become available for the new target language. CALST is available for Norwegian and is presently being extended to British English.

Any user data logged for a given L2 not only contributes to a more effective learning trajectory for learners with the same L1 who want to learn the same target language (section 4), it can also be used to create an effective learning trajectory in other languages. If learners with a shared L1 do not have problems with a particular sound in a given target language (e.g. Norwegian), we can assume that the same sound is equally unproblematic in another L2. Consequently, the exercise for that sound in a different L2 can also be taken out of the learning trajectory for learners with the given L1.

This is not only true for unproblematic sounds, but also for any other language property. CALST offers exercises for different repair strategies which learners may adopt when confronted with an unfamiliar consonant cluster: reduction, substitution, metathesis or epenthesis. It is not possible to predict on linguistic grounds which repair strategies learners with a given L1 will use, but exercises for consonant clusters which are unproblematic as well as exercises for repair strategies that other learners with the same L1 do not apply can be deleted from the learning trajectory. This helps to reduce the large number of exercises for consonant clusters.

6. SUMMARY AND CONCLUSION

CALST uses large language typological databases to adapt the learning trajectory to the learner’s native language. At the same time, there are many phonetic properties for which we cannot predict whether learners will have problems with them. In these cases, CALST generalizes across learners, deleting exercises from the learning trajectory when other learners with the same L1 have high scores for them. Languages can share phonetic properties. Consequently, it is possible to generalize information from one language to another: If learners with a shared L1 do not have problems with a given sound, sound cluster, stress pattern, etc. in one target language, we can assume that it will also be unproblematic in another language. This generalization strategy makes the CALST concept truly multi-lingual.

CALST is restricted to simple drill exercises using single words or short word sequences. We hope that knowledge obtained from these exercises can be a useful complement to more spontaneous phonetic learner corpora with L2 speech recordings, which are likely to display more variation in learner behaviour.
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1. INTRODUCTION

Different learner corpora of English exist already, but they typically tend to focus on various aspects of the grammar, vocabulary, and written forms, e.g. the International Corpus of Learner English, ICLE [7]; the Longitudinal Database of Learner English, LONGDALE [13], see also [12]. There has been less emphasis on interphonology, but see the Asian English Speech Corpus Project, AESOP [10] [15], and projects which focus on prosody in L2 English, e.g. the LeaP Corpus [8].

English interphonology has hitherto been fairly understudied and, still, many questions merit attention: Which factors influence interlanguage phonology the most? Do interphonological phenomena surface in a similar fashion, and to the same extent, in situations of EFL vs. ESL? In other words, do learners develop the same features, regardless of whether they are EFL learners or ESL learners? If not, how different are they and which extra-linguistic factors are involved? To what extent is such comparison tenable altogether, both theoretically and empirically? What is the role of input in contexts where different varieties of English are spoken?

2. ICE-IPAC AND ITS MOTHER PROJECTS

ICE-IPAC is inspired by two well-established corpus projects, namely IPFC (Interphonologie du Français Contemporain [3]), which focuses on learners of French as a foreign language, and PAC (Phonologie de l’Anglais Contemporain [2] [5]), which focuses on variation in contemporary L1 English.

The originality of the PAC research project lies in the stability of the research protocol, open access to the sound files and the transcribed data, and a variety of tools and coding conventions adapted for PAC and/or its sister project PFC (Phonologie du Français Contemporain [4]). Taken together, the protocol and the analytic tools offer an initial treatment of the data, as well as inter-speaker and inter-variety comparability, with possibilities of extending the linguistic analysis on several levels.

The originality of the ICE-IPAC research project stems from the fact that it provides an international database of L2 English phonology and phonetics, consisting of learners with different L1s (Spanish, Norwegian, etc.), learners with different L1 varieties (Hexagonal French, Canadian French, etc.), and learners with different L2 varieties as their target/model (and not simply traditional models of English such as RP or American English). The corpus includes different tasks within the same dataset (e.g. word lists and conversation), emphasizing both inter-speaker and intra-speaker variation, all while taking into account the social background of learners. The ICE-IPAC protocol further allows for a comparison between learners and native speakers of English, as it shares some aspects of the PAC protocol. As for the structure of the datasets, the ICE-IPAC protocol provides recording of various speech styles for each speaker, that is 1 repetition task (word lists), 2 reading tasks (word lists and text), and 2 conversations (formal interview and informal conversation). The 2 word lists include: 1) a common list applied to all learners in the different corpora; 2) an L1 specific list adapted to verify difficulties frequently observed in the production of the learners of a given L1.

The general proficiency level of learners who are invited to participate in the study ranges from A1-B1 to B2-C1 of the CEFR (Common European Framework of Reference for Languages).

3. PHENOMENA TO BE STUDIED

3.1. Segmental features

The common word list includes, among other things, the tense vs. lax vowel contrast, low front vs. back vowels, and the lenis-fortis contrast in word-initial
and word-final stops. As for the last phenomenon, French speakers tend to produce pre-voiced vs. unaspirated voiceless stops; neutralization of word-final voicing is observed in most West Germanic and Slavic languages; no voicing or aspiration contrast for word-final obstruents, or no word-final obstruents at all in many East Asian languages. See Section 4 for Norwegian speakers.

The specific word list includes, among other things, voiced (or lenis) fricatives for the Norwegian learners, and the /ʃ/̚/ɹʃ/, /θ/̚/ɹθ/ and /ħ/-/Ø/ contrasts for the French learners.

3.2. Word stress-related and suprasegmental features

Some features related to word stress will be analyzed from the two word lists, as follows: vowel reduction in unstressed position (letTER, commA), vowel quality in the stressed position of disyllabic words containing particular digraphs (e.g. aunt, awful), vowel quality in the stressed position of polysyllabic words containing two distinct vowels (e.g. continuity), and stress-imposing endings with a diphthong (-ize, -ify, -ate). As far as suprasegmental features are concerned, the learners’ rhythm (i.e. coefficient of variation of consonants and vowels, pauses, speech tempo, speech rate, etc.) and their intonation system (range and slope of F0, etc.) will also be studied.

4. PRELIMINARY RESULTS

During the academic year 2014/2015, a pilot study has been conducted with 2 L1 Norwegian and 2 L1 French learners of English following the PAC protocol. The two female Norwegian learners (NW1 and NW2) are enrolled at UiT The Arctic University of Tromsø, while the two female French learners (FR1 and FR2) are enrolled at the University of Lyon. All four have performed two tasks, i.e. reading of two word lists and an informal conversation between the two.

Some phonological phenomena observed in the L2 English of the Norwegian learners:
1) no systematic difference in the quality of production between /ɪ/ and /i/, or /ɛ/ and /e/ [6] [9];
2) <i> is pronounced [ai] in sinner or simmer. This may be the result of an overgeneralization of one of the L2 pronunciation rules for <i> [16];
3) /θ/ is deleted in words like here, hurry, etc. (FR2 is more consistent with it) [1];
4) <ch> in witch or China is pronounced [ʃ] instead of [ʃʃ], especially while reading the word list [17];
5) postvocalic rhoticity; carter and garter are pronounced [kaːtə] and [gɑːtə] respectively. [14]

Most interphonological phenomena observed at the segmental level seem to be in correlation with the spelling, which is also visible in the conversation task.

5. CONCLUSION

The phenomena observed in the preliminary recordings will be compared with future recordings of speakers of other languages in foreign and second language contexts.
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1. INTRODUCTION

Most phonetic learner corpora are dictionary-based and transcribe a target / pronunciation model for learners [1], which is usually an American pronunciation model, because the electronic resources for British English are scarce. This paper proposes to investigate which reference pronunciation model learners aim to emulate, by comparing their realisations with two reference formant datasets, which represent pronunciation models for British and American speakers.

Reference varieties (and their putative rejection or adoption in the name of ELF) have been the topic of a heated debate, sometimes laden with political and economical considerations ([9], [12]). The whole debate ([5], [7], [10], [12]) and the economic issues surrounding prestige [9], as well as ideological and political implications have been commented upon, as well as the potential need for a “Lingua Franca Core” [12].

Various methods have been used to determine a variety of English on segmental criteria. Wieling et al. [13] have adopted another methodology to “evaluate the suitability of a computational pronunciation comparison method” and have used ready-made transcriptions from the ACCENT project archives and have shown the Levenshtein distance to be a good metrics for the measure of pronunciation distance, congruent with on-line native judgements.

2. METHOD

Our method is signal-based, analysing F1 and F2 learner performance for variables.

2.1. Reference datasets (training sets)

For our case study, we have focused on the two main competing pronunciation models for French students. French students are advised in the prescriptive Agrégation reports to avoid a ‘MidAtlantic’ mix of British and American features (see also Cruttenden [6] discussing ‘Amalgam English’ and ‘International English’).

The reference value for American English used in this experiment were the ones included in the Phontool R package [3]. Data from [8, personal communication] were converted from barks to hertz to ensure comparability.

For the following assumed realisations of the nine vowels of the words “had”, “head”, “heard”, “heed”, “hid”, “hod”, “hood”, “hud” and “who’d”, datapoints were collected, yielding 273 comparable observations from [8] and 1,390 data points for [11].

Vowel formants were measured in the middle position of the vowel, the vowel interval boundaries were automatically determined by automatic pitch tracking of F0. This means that diphthongs were excluded from comparison.

2.2 The test set

The learner corpus is a longitudinal series of interviews of undergraduate students from the university of X. The formant values of the vowels of 13 speakers (3 males, 10 females) whose L1 is French were automatically extracted with a Praat [4] script (see [2] for a more detailed description of the protocol). We selected the male datapoints corresponding to the 9 monophthongs from our database, resulting in 6,354 tokens.

2.3. The k-nn algorithm

The k-nearest neighbour algorithm is a point-to-point classifier that assesses the Euclidian distance between each learner datapoint (for F1 and F2) and a variable number of neighbouring datapoints. For this paper, we have limited the experiment to a comparison between two varieties, but the principle can be extended to multiple classifications (and therefore as many reference pronunciation models as deemed sensible) as well as to other dimensions (F3, F4, vowel duration).

For each phonemic vowel type, F1 and F2 learner tokens were automatically compared to the k neighbouring datapoints established in the two reference studies (for Standard British English and for General American). For each datapoint (a vocalic realisation and its corresponding F1 and F2), the
distance between k nearest neighbours of each instance of the reference varieties (the training datasets, in our case, the result of British and American reference studies) was measured, and the system returned a score establishing whether the considered learner vowel was closer to a British or an American realisation. We have limited the investigation to male speakers (the only subjects studied in [8]) for better data comparability.

3. RESULTS

We used a tenth of the training set to check the consistency of the training data. Phoneme ellipses are notoriously messy and zones of overlaps exist (as evidenced in Figure 4 in [8]). In spite of these encroaching zones for the phoneme ellipses within the two varieties, the F1/F2 values resulted in consistent results as to discrimination between varieties. With a 10-fold cross-validation, the confusion matrix for the training phase of the 1,663 data points reads as follows: only 7.39% of the tokens were classified as Gen Am (see percentages and row data in Table 1).

Table 1: Majority votes for the Gen Am reference variety per vowel per speaker

<table>
<thead>
<tr>
<th>vowel</th>
<th>speaker1</th>
<th>speaker2</th>
<th>speaker3</th>
</tr>
</thead>
<tbody>
<tr>
<td>had</td>
<td>77%(352)</td>
<td>64%(129)</td>
<td>78%(228)</td>
</tr>
<tr>
<td>head</td>
<td>78%(260)</td>
<td>50%(202)</td>
<td>78%(207)</td>
</tr>
<tr>
<td>hid</td>
<td>49.87%(794)</td>
<td>45%(655)</td>
<td>45%(655)</td>
</tr>
<tr>
<td>heed</td>
<td>49.17%(181)</td>
<td>31%(112)</td>
<td>26%(129)</td>
</tr>
<tr>
<td>heard</td>
<td>100% (6)</td>
<td>61%(18)</td>
<td>0%(2)</td>
</tr>
<tr>
<td>hod</td>
<td>78%(360)</td>
<td>72%(201)</td>
<td>79%(295)</td>
</tr>
<tr>
<td>hood</td>
<td>37%(322)</td>
<td>25%(173)</td>
<td>17%(348)</td>
</tr>
<tr>
<td>who’d</td>
<td>33%(83)</td>
<td>24%(58)</td>
<td>15%(79)</td>
</tr>
<tr>
<td>hud</td>
<td>74%(241)</td>
<td>70%(156)</td>
<td>72%(196)</td>
</tr>
</tbody>
</table>

As to the test phase, male learner tokens were mostly classified as Gen Am (see percentages and row data in Table 1).

The two sets of problematic categorisations are hid vs. heed and who’d vs. hood. F3 values may refine the results for the latter. In two cases, the non-native datasets include CV vowel tokens, which are excluded from the hVd protocol; including CV tokens may have skewed the results, as the hVd reading lists in [8] and [11] preclude the comparison with CV realisational contexts.

We have submitted the recordings to six experts trained in phonetics to estimate the likely pronunciation model of each speaker to validate the assumptions. The six experts confirmed the attribution of the label (British/American) for the three speakers (k=1).

4. DISCUSSION AND FUTURE RESEARCH

Two main caveats need to be taken into account. Because students may not know some of the hVd words, we did not ask them to read those words, and instead relied on a more limited set of words for read speech in isolation. To increase the data, we relied on unscripted speech, where variation is more likely. The full version of the paper discusses:

- evolution of scores over the three year period
- applicability to female subjects using Vocal Tract Length Normalization (VTLN) techniques.
- the bias-variance trade-off and the optimisation of the hyper-parameter k (number of neighbours considered in the analysis)
- extension to other pronunciation models in multiclass comparisons (using supplementary data from [8]). For L2 speakers under British influence, one could fine-tune the accent detection between the thirteen accents under scrutiny in [8]
- the optimisation of the formant measurements in hertz, log(hertz) and barks to better approximate speaker perception, the need to rescale duration variation (in ms) to make it compatible with bark/herz variation
- the strengths and weaknesses of the algorithm for this classification task / conformity metric.

The k-nn algorithm is dependent on the training sets, but more pronunciation models can be learnt by rote, so that finer-grained recognition of other reference accents can be taught. The algorithm can function as multiclass classification, eg judging between British, Singapore or American realisations, acquiring more expertise as formant reference values are fed onto the system as training datasets.
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1. OBJECTIVE

Characterizing a foreign realization as mispronounced depends on several factors, such as the degree to which the realization deviates from a standard pronunciation model, the phonological implications of the mispronounced sound(s) and finally, the individual tolerance level of non-nativeness by the interlocutor [1]. On the other hand, recent methodological approaches to pronunciation training do not aim at complete native-like proficiency, but focus instead on increasing the intelligibility and comprehensibility of learners [2]. The objective of our experiment was to test the severity of frequent pronunciation errors by Japanese learners of Spanish as a foreign language. A sample of 50 utterances that contained both words with frequent mispronunciations and words correctly pronounced was drawn from a spoken corpus of Japanese-accented Spanish L2 [3].

2. METHOD

Following the studies of [4], we asked 12 participants, native speakers of Castilian Spanish, to judge the intelligibility, comprehensibility and the degree of foreign accent of each utterance. The participants were not experts—phoneticians or language teachers—and reported no knowledge of Japanese. Stimuli were presented to listeners in two conditions: first, the words were presented in isolation and afterwards the same words were presented within the original utterances. Listeners were asked to rate on the three dimensions after each stimulus was heard.

Five types of pronunciation errors were selected according to their frequency of appearance in the corpus and to their different phonological status. Following the distinction proposed in [5], phonemic, phonetic and phonotactic errors were considered. Each group was formed by 5 instances of the mispronunciation uttered by different speakers in different words. In each group, 5 instances of the same words but correctly pronounced, or words which presented the same target sound or sequence of sounds, were included as control items. All the stimuli were extracted from the sentences in which they were uttered and grouped into two categories: isolated words and words in context. In total, 100 stimuli were created. The experiment was built into a web page and conducted on-line using the tool described in [6]. Participants were asked to do the test with headphones, in a quiet environment and without taking any pause between the stimuli. A training phase with 6 stimuli was also included.

Intelligibility was assessed by asking the participants to write down into a textbox exactly what they perceived; comprehensibility and degree of foreign accent were evaluated using two Likert scales with 9 points (“1” being no accented and clear, and “9” highly accented and difficult to understand). After the first 50 stimuli (isolated words), it followed a pause of 2 minutes and then the second part (words in context) started; the procedure was exactly the same as in part one. Stimuli were randomly ordered and each stimulus could be heard up to three times. Before finishing the experiment, the participants had to fill in a questionnaire regarding the conditions of the experiment. Comprehensibility and foreign accent scores were directly obtained in the experiment. Intelligibility score was calculated afterwards by comparing each target word as transcribed by the participants with the word intended by the foreign speaker. If the target phone matched in both transcriptions, intelligibility was considered “true”; else, it was labelled as “false”, then the ratio of correctly identified words (true) was calculated.

3. RESULTS AND CONCLUSIONS

Comprehensibility and foreign accent scores yield a correlation of 0.65 ($t = 29.63 \ df = 1195 \ p < 0.001$), although comprehensibility ($\bar{X} = 6.16 \ SD = 2.31$) is globally evaluated as more problematic than foreign accent ($\bar{X} = 4.51 \ SD = 2.83$). These data can be
interpreted as follows: stimuli were evaluated with a significantly better score for foreign accent than for comprehensibility; in addition, as the degree of foreign accent increases, the comprehensibility decreases, as expected (Figure 1).

**Figure 1**: Correlation between foreign accent and comprehensibility

Intelligibility shows a significant relationship with comprehensibility \( (F = 277 \ df = 1 \ p < 0.001) \) and with foreign accent scores \( (F = 88.4 \ df = 1 \ p < 0.001) \), correctly identified words were globally evaluated as being less accented and more understandable (Figure 2), intelligibility ratio is higher for the control items (.84) than for the mispronounced items (.59); which suggests that the utterances tagged as mispronounced in the non-native speech corpus from which the stimuli for this experiment were obtained are more difficult to identify than the ones tagged as correctly pronounced.

**Figure 2**: Comprehensibility and foreign accent score according to intelligibility

As we expected, the presence of the context affected positively the comprehensibility score \( (F = 65.08 \ df = 1 \ p < 0.001) \) and the intelligibility ratio \( \chi^2 = 103.66 \ df = 1 \ p < 0.001) \) but not the foreign accent score \( (F = 0.41 \ df = 1 \ p > 0.05) \), which implies that for the same stimuli, the evaluation was consistent between isolated and in context conditions (Figure 3).

**Figure 3**: Comprehensibility and foreign accent score means according to the type of item

<table>
<thead>
<tr>
<th>Error type</th>
<th>Foreign accent</th>
<th>Comprehensibility</th>
<th>Intelligibility ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>c. (syllabic)</td>
<td>7.66</td>
<td>5.81</td>
<td>.50</td>
</tr>
<tr>
<td>a. (phonemic)</td>
<td>6.88</td>
<td>5.66</td>
<td>.38</td>
</tr>
<tr>
<td>b. (phonemic)</td>
<td>6.44</td>
<td>4.78</td>
<td>.66</td>
</tr>
<tr>
<td>d. (phonetic)</td>
<td>6.30</td>
<td>4.50</td>
<td>.76</td>
</tr>
</tbody>
</table>

**Table 1**: Means for mispronounced stimuli (isolated and in-context) sorted by error type

We found a significant difference for the comprehensibility \( (F = 8.726 \ df = 4 \ p < 0.001) \), the foreign accent degree \( (F = 12.83 \ df = 4 \ p < 0.001) \) and the intelligibility \( \chi^2 = 32.72 \ df = 4 \ p < 0.001) \) according to the type of error. Particularly, error type “c” (vowel epenthesis) produced the worst rates for comprehensibility and foreign accent, followed by the confusion in the contrast between [ɛ] and [ɪ] (type “a”, phonemic error). Phonetic errors seem to be the less problematic for native participants, since type “e” (substitution of [ɛ]) and type “d” (substitution of [ɜ]) errors obtained the better rates (Table 1). Vowel epenthesis originates when the learner must produce a combination of sounds that is not allowed by the phonotactic rules of the L1; therefore, the added vocalic element alters the word’s syllabic structure and, consequently, its phonological representation, reducing drastically the cues for identifying the target word. Classical contrastive analyses have not usually considered phonotactic rules, but have focused instead on establishing a mapping between L1 and L2 phonemic categories. In light of the results, we stress the need for reconsidering pronunciation error analysis, taking into account not only phonemic contrasts but also phonetic ones and, especially, dissimilarities at the phonotactic level between the target and the source languages.
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1. CLARIN

CLARIN (Common Language Resource Infrastructure) is a European initiative to establish a stable research infrastructure for language and social sciences. In Germany, CLARIN-D consists of nine centres, three of which offer resources and services for speech: Institut für Deutsche Sprache (IDS) in Mannheim, Hamburger Zentrum für Sprachkorpora (HZSK), and Bayerisches Archiv für Sprachsignale (BAS) in Munich. The resources provided by these centres can be used free of charge by academics in Europe.

2. SPEECH DATABASES

A speech database is a well-structured collection of digital speech related data on three levels: primary data comprises audio, video, and sensor signal data; this data is immutable (except for format conversion). Secondary data are annotations and derived signal data; they always relates to some signal data, and they can be extended and modified, e.g. by adding annotation levels or correcting existing annotations. Finally, meta-data describe the database contents, ownership, license contracts, processing logs, validation reports, etc.

BAS [1] makes available its speech databases via its CLARIN repository, which may be searched using the virtual language observatory.

2.1. Phonetic learner speech databases

A phonetic learner speech database contains speech signals of non-L1 speakers with at least an orthographic transcription. It may also comprise derived signals such as f0 and formant data, which can be computed automatically, and a phonetic segmentation. This segmentation can be computed automatically, or be performed manually. The speech material in general consists of prompted items which were designed for learners of a language, e.g. minimal pairs, phrases with specific intonation patterns, exercises, etc.

2.2. Workflow

To establish a phonetic learner speech database, the workflow consists of the specification of the database structure and contents, recording audio data, annotating these recordings, and, finally, exploiting the database for phonetic experiments and statistical analyses (fig. 1).

Figure 1: Schematic workflow with BAS and other tools

3. RECORDING: SPEECHRECODER

SpeechRecorder is a multiplatform application for scripted audio recordings [4]. The contents and structure of a recording session are defined in an XML-formatted recording script. This script is divided into sequential sections, which in turn contain prompt items which may be randomized. Prompt items are either text, images or audio files – the latter two are useful for recording speech without text prompts, e.g. in dialectology, speak-after-me-exercises or with speakers who can’t read, e.g. children.

SpeechRecorder supports multiple displays for
different views for speakers and recording supervisors. This facilitates performing recordings in non-standard environments because the speaker interaction can be separated from the controlling device, e.g. in a car, class room, or a classical recording studio.

Each recording session consists of a separate directory on disk. Each utterance is written to a separate file; this audio file may be accompanied with a parallel text file containing the prompt item. The contents of the text file are defined in the recording script to allow a normalized form suitable for further processing, e.g. automatic segmentation.

SpeechRecorder is being ported to mobile devices, and it is embedded into the WikiSpeech system for online recordings [5].

4. ANNOTATION: WEBMAUS

WebMAUS (Munich Automatic Segmentation) is a suite of three tools provided as web services to the community. A web service is accessed either via forms or drag&drop interaction with a browser, via direct procedure calls in a terminal shell, or embedded into other applications. For the user, web services are very attractive because they do not need any software installation, all computing is performed on the server side, and the newest version of the software is being used by default.

The distinguishing feature of WebMAUS is that it not only uses acoustical models for the segmentation, but also applies rules that model the coarticulation patterns of a given language [8]. For example, the standard pronunciation of ‘haben’ (have) denoted in a lexicon would be /h a b @ n/, but in general will be produced as /h a b n/, /h a b m/ or even /h a m/. WebMAUS will attempt to align the signal with these alternatives and return the best match. The overall performance of WebMAUS comes close to that of human labellers, at a fraction of time.

WebMAUS takes as input pairs of audio file and its associated orthographic transcript text file. It currently supports 14 languages plus language-independent SAM-PA, and new languages are added once suitable speech databases become available.

The three WebMAUS services differ in their interface: the basic service simply requires a pair of audio and text file, plus the selection of a language; it returns a Praat TextGrid [2] or an Emu database file [10]. The general service features a large variety of input options, whereas the multiple version offers a drag&drop interface for entire directories of audio and transcript files, and returns an archive file with a segmentation for every input pair of files.

WebMAUS may also called from within the ELAN annotation editor [9, 6], and it is integrated into an experimental system to provided feedback to L2 learners in language learning applications.

The grapheme-to-phoneme converter G2P, on which WebMAUS is based, is now available as a web service of its own [7]. It takes as input an orthographic transcript and returns not only its canonical pronunciation, but also POS tags, syllabification, morphology and prosodic information.

5. EXPLOITATION: PERCY

In the context of phonetic learner databases, research questions often concern language interference, learning progress, pronunciation and intonation, and many other. These are often tested in perception experiments.

Percy is a framework for media-rich online experiments [3]. It is designed to run on any device supporting a modern browser, including mobile phones, tablets, computers, game consoles, and TV sets. In percy, the experimenter sets up an online experiment by specifying the experiment items, the associated audio files, and the allowed user input. The standard input is simply an empty text field, which is appropriate e.g. for items like ‘Type the word you heard’, or a series of buttons labelled with input options. Any other interaction element provided by HTML5 may be used, e.g. popup menus, sliders, etc., but this must be programmed by the percy administrator.

Once the experiment has been tested and approved, the experimenter sends a link to potential candidates, who then log in and perform the experiment. Large audiences can be reached very quickly, e.g. via mailing lists, social media, or other. Any user input is immediately saved to the server. This allows a real-time monitoring of progress and access to the data in the running experiment, e.g. for intermediate analyses, testing analysis procedures and scripts, etc. All data is held in a relational database which can be accessed directly from statistics applications such as R or SPSS.

6. SUMMARY

The three tools presented here are available free of charge. They are tailored to the needs of phoneticians and researchers working with audio data. To improve our tools we apply them in our daily work, integrate them into our curricula, and encourage users to provide feedback. In particular, web services will change the way researchers work, because they offer increased functionality but at the same time reduce or even eliminate the need for software installation and maintenance.
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1. INTRODUCTION

Learning a foreign language (L2) after puberty is not an easy task. Especially interference from the phonological and phonetic system of the native language (L1) is one of the main reasons for this difficulty.

One aspect that has received considerable amount of attention is the acquisition of vowels in L2 (e.g., among many others, [5, 9, 13, 14]). Computer assisted language learning is one way to train and improve perception and production of various L2. For successful implementation of software solutions, phonetic learner corpora are essential.

Such a phonetic learner corpus has been created in the course of the project IFCASL (“Individualized Feedback for Computer-Assisted Language Learning”, http://www.ifcasl.org) [4, 12] which investigates the problems that arise in the French-German language pair. This corpus, for instance, allows for the investigation of the interference French speakers have with German vowels. The data of the corpus can be analyzed with different methods, which focus on different aspects of this problem, and which ultimately contribute different results which create a more detailed analysis of the processes in question.

The German and French vowel systems are an interesting possibility to study L1-L2 interferences for several reasons. The German vowel system consists of 16 monophthongs with long and tense as well as short and lax vowels /i, e, ë, a, o, u, y, ø, œ, i, e, a, o, u, œ, ø/. On the other hand, the French vowel system exhibits similar properties, but also important differences in comparison to the German vowel system. These differences occur on the phonological and phonetic level [3]. The French vowel system uses 11 oral monophthongs: /i, e, ë, a, y, o, œ, u, o, œ, ø/, see e.g. [10]. This means that the two systems are quite similar with respect to contrasts in vowel height and roundness, although there seem to occur small acoustic differences between the two languages (e.g. [11]). However, crucially, French does not contrast long and short vowels, but German does [10, 3].

In specialized teaching materials the problem of vowel length/tenseness has been recognized (see e.g. [6, 7]). However, it is still unclear how frequent vowel errors occur among the learners and which pairs of long and short vowels create the most serious difficulties for learners and also native listeners. We shortly present three methods to analyze the interference processes occurring in the L2-productions of French learners of German. We also show the different results which are all based on the IFCASL learner corpus to illustrate that the interference has several aspects which can be investigated with different methodological approaches.

2. METHODS AND RESULTS

All analyses have been carried out using parts of the IFCASL learner corpus. The corpus consists of recordings of read speech from French learners of German and German learners of French in both their respective L1 as well as their respective L2.

2.1. Automatically Extracted Confusion Matrices

A first investigation of the vowel productions of French speakers is an automatically generated list of production alternatives, based on the annotations that are part of the corpus [4, 8, 12]. Results indicate the two vowels that were the most difficult were /œ/ which was correctly produced in 57% of the cases, and as [ø or õ] in 24% of the cases, and /y/ which was realized correctly 63% of the time ([y, y:] in 24% of the cases). The short /a/ was the vowel that was labelled as being produced correctly most often, that is, in 91% of the cases, its long counterpart /a/ was labeled as being correctly produced in 83% [a] in 16% (see [8]). This study gives an overall impression which segments were produced correctly, and we can see on an overall level, which vowels seem
2.2. Perception Experiment

The second analysis we present focuses on the perceptual side of the French learners’ productions [14]. While for the first investigation, trained phonetics students provided the basis for the analysis, in this case, listeners decided what word they heard. In the German part of the corpus, 11 (near) minimal word pairs with the vowel as the crucial difference were recorded (e.g. /i:/ vs. /I:/: Miete ‘rent’, Mitte ‘mid’). All of these words were excised from their sentence context. These words were played in isolation and 11 native German listeners indicated in a forced choice perception experiment, which member of the minimal pair they heard. For the experiment, 1157 items were played to the listeners. Results indicate that long vowels were identified correctly 76.6% of the time, whereas short vowels were perceived correctly in 63.9% of the cases, a difference that proved to be significant. We also found that advanced learners (ADV) were perceived more often correct compared to beginners (BEG). BEG were correctly perceived as long in 69.5% of the cases, and as short in 58.4% (see Figure 1 for the BEG), whereas ADV learners were perceived correctly 86.9% for long vowels, and 72.2% for the short ones. Generally, speakers seemed to have more problems with round vowels than with unround vowels. Furthermore, individual differences were found, some speakers were better in producing long vowels compared to short vowels, but others showed the opposite tendency. Some were equally correct in both cases, others were equally incorrect for long and short vowels.

2.3. Acoustic Measurements

The third method that is presented here used the results of the perception experiment as point of departure. Based on the individual patterns (see Figure 1 for the BEG), we chose six speakers varying with respect to the ratings in the perception task (having short and long vowels perceived well, with a bias for either short or long vowels, or being perceived bad for both categories, e.g., speaker 51 in Figure 1. All segments of the words were hand-labelled and analysed with PRAAT [1]. Duration, as well as formant values at vowel mid-points were analyzed. Whereas the number of speakers is too small for statistical evaluations, the patterns that emerged were quite striking. Most of the speakers did not differentiate the vowel categories correctly, with a great overlap regarding their duration. Furthermore, they also showed some problems to produce acceptable formant values. Thus, the individual differences can be used for the creation of an individualized vowel training software that focuses on duration as well as formant values of vowel productions [2].

3. SUMMARY

In this article, we presented three methods that investigated the vowel production of French learners of German. All these methods used the same data base. Depending on the method the results shed light on slightly different aspects of the same process, the interference of the French phonetic and phonological system on the production of the German L2 vowels. Whereas the first method revealed that especially rounded vowels are problematic in the long/short distinction, we could show with the second method, that particularly [oː - œ] seem to be hard to produce for French learners. The third method corroborated this finding and added acoustic details on duration and formants. The results of the studies can be used to create individualized training and feedback for foreign language learners, aimed at reducing their accent in L2.
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Notes:
1. INTRODUCTION

In order to find learner-specific linguistic properties, patterns in learner corpora are often analyzed quantitatively and compared to patterns in other learner corpora or native speaker corpora (see e.g. [11, 12, 23, 13]). Some patterns can be found on the surface of the learner text using word forms or properties of the sound signal but many research questions require the analysis of more abstract patterns involving, for example, phonemes, tones, lemmas, parts of speech, syntactic phrases, or error categories. This paper is largely methodological and focuses on the question of how error annotation can be done consistently and transparently in a spoken learner corpus. We will illustrate our points with data from the Berlin Map Task Corpus (BeMaTaC v. 2013-02.1, [22], see Section 2).

There are at present not many spoken learner corpora. Only some of the existing spoken learner corpora contain sound files, and only some of these are time-aligned and stored in a multi-layer corpus architecture where different annotation layers can be added freely (see [2] for a typology of spoken learner corpora and a discussion of these issues). Some spoken learner corpora are produced for phonetic questions and annotated and analyzed in a tool dedicated for phonetic phenomena. Other spoken learner corpora are collected for lexical, syntactic, or communicative purposes and these often do not contain the signal. Annotation is done using tools dedicated for token, or span annotation, syntactic annotation, or sometimes pointing relations. We will argue below that many properties of learner language and learner speech can only be understood through the combination of information on many layers. This implies a corpus architecture that allows annotation through different tools that are then merged into a common corpus.

In Section 3 we argue that error identification implies the implicit or explicit formulation of a target hypothesis, and that there can be different target hypotheses for the same text depending on the research question and desired granularity. Since error annotation can pertain to phonetic phenomena in learner speech as well as to grammatical or even communicative properties of learner language - and all of these concurrently in the same corpus - we use a corpus architecture which allows for the alignment of the signal to a transcript, multiple tokenizations and as many annotation layers as necessary [15, 21].

2. BEMATAC

The Berlin Map Task Corpus (BeMaTaC; https://u.hu-berlin.de/bematac) is a freely available corpus of spoken German. It consists of an L1 subcorpus recorded with native speakers of German and an identically designed L2 subcorpus with advanced speakers of German as a foreign language (to date, all learners in the corpus are native speakers of English and have test scores equivalent to ECFR level C1 or above). BeMaTaC uses a map-task design, where one speaker (the instructor) instructs another speaker (the instructee) to reproduce a route on a map with landmarks [1]. The corpus is accessible via ANNIS [15], an open-source browser-based search and visualization tool.

3. ERROR ANNOTATION AND SPOKEN LEARNER CORPORA

3.1. Error identification

Error annotation is a difficult task (see [16] for a more thorough discussion). The main reason for this is conceptual: It is not always clear what constitutes an error. This has been discussed extensively in the literature on second language acquisition and foreign language teaching, and there are many suggestions for a definition of ‘error’, some involving purely grammatical criteria, others focusing more on the adequacy of an utterance in a given context, the comparison of what a learner does with what a native speaker would do in a given situation, etc. In essence, however, there can be no general definition of error, and the decision of what constitutes an error depends on the research goal (see, among many others, [6, 5, 9, 10, 7, 19]).
The first step in error annotation is error identification, i.e., a decision on the exponent of the error. Even if the research goal is clear and a precise error definition can be derived from it, it is often unclear how to interpret a learner utterance. Each error is a difference between the utterance and an explicit or implicit ‘correct’ utterance. This is sometimes called target hypothesis. Here we define ‘error’ as the difference between the learner utterance and a target hypothesis. There can be many target hypotheses for a given learner utterance. A target hypothesis does not constitute the ‘truth’ or the ‘only correct way of saying something’ but is an interpretation of the utterance for the purpose of a given research goal [17].

We want to illustrate this using a purely grammatical notion of error and two examples from a written learner corpus containing texts from advanced learners of German as a foreign language (the Falko corpus, [18]). (1) contains a number mismatch between an adjective and the noun it modifies. This can be ‘corrected’ in several ways: the number of the adjective can be changed, the number of the noun can be changed, or the noun phrase can be labeled as a whole. Each of the error marking strategies can be defended. In an error analysis the different strategies would lead to different error counts on adjectives, or nouns. The verb erlernen in (2) does not subcategorize for a reflexive and, while being possible, it is not the ideal verb here. One could ‘correct’ this sentence in several ways, and again the target hypothesis will influence the error analysis that follows: delete the reflexive (→ argument structure error), change the verb (for example to aneignen “to acquire” → lexical/stylistic error), or do both (neues Wissen zu erwerben → argument structure error and lexical error).

(1) Um die richtige Strategien in diesen Bereichen wählen zu können (→ to-choose to-be-able ‘In order to be able to choose the right strategy(s) in these areas’

(2) bevor man überhaupt anfangen kann, sich neues Wissen zu erlernen (→ argument structure error and lexical error). ‘before one can even start to acquire new knowledge’

The consequence of these issues is that it is necessary to construct an explicit target hypothesis (or several) according to transparent criteria (see [20] for a description of several target hypothesis pertaining to different research questions in the Falko corpus). It is equally necessary to construct a target hypothesis following the same criteria for each corpus the learner corpus is compared to. A shared baseline is essential, as native speakers do not always behave in a way grammar would predict. Constructing target hypotheses is difficult even for fairly advanced, written learner language. It becomes more difficult for varieties that are further away from a ‘standard’.

3.2. Schwa elision

We argued that the comparison of patterns in learner corpora and native speaker corpora across several annotation layers leads to interesting acquisition results. We want to briefly illustrate our point by looking at final schwa in German. In spontaneous German speech, schwa elision occurs quite frequently in word-final position (this is a reduced account; we are aware of the fact that schwa/non-schwa is not a binary decision and that many phonetic parameters have to be taken into account; for a thorough study see e.g. [14]). In BeMaTaC, we can find instances of final schwa elision through a comparison between the diplomatic (narrow transcription) and the normalized transcription, cf. Table 1.

<table>
<thead>
<tr>
<th>dipl</th>
<th>das</th>
<th>hab</th>
<th>ich</th>
<th>nicht</th>
<th>gesagt</th>
</tr>
</thead>
<tbody>
<tr>
<td>norm</td>
<td>das</td>
<td>habe</td>
<td>ich</td>
<td>nicht</td>
<td>gesagt</td>
</tr>
<tr>
<td>pos</td>
<td>PDS</td>
<td>VAFIN</td>
<td>PPER</td>
<td>PTKNEG</td>
<td>VVPP</td>
</tr>
<tr>
<td>gloss</td>
<td>that</td>
<td>have</td>
<td>I</td>
<td>not</td>
<td>said</td>
</tr>
</tbody>
</table>

Here, the normalization can be used as a target hypothesis. We are able to integrate information from different linguistic annotations, such as part-of-speech tags or lemmatization. A first analysis reveals that both learners and native speakers do not elide schwas in nouns. Schwas in verbs, however, behave differently (imperatives are excluded from our analysis, as they are paradigmatically schwa-less).

Table 2: Frequencies of schwa elision in BeMaTaC.

<table>
<thead>
<tr>
<th>φ-forms (dipl)</th>
<th>-e-forms (norm)</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>67</td>
<td>108</td>
</tr>
<tr>
<td>L2</td>
<td>44</td>
<td>107</td>
</tr>
</tbody>
</table>

The interpretation of the patterns depends on the research agenda. When the normalized layer with unelided forms is seen as a target hypothesis, native speakers produce more ‘errors’ than learners (cf. Table 2). However, this target hypothesis reflects a conceptually written standard. When adhering to a setting of spontaneous speech, we
may conclude that learners have not yet achieved the level of schwa elision that is typical of native speakers. A more detailed comparison reveals interesting patterns of 3-gram constructions (cf. Figure 1). The most prominent difference is that L1 speakers use schwa elisions more productively, with a wider range of verbs (12 hapax legomena, e.g., *beschreiben* ‘explain’ or *finden* ‘find’). L2 speakers, on the other hand, predominantly elide schwas in the construction *ich habe X/X habe ich‘ I have X/X have I*, which may serve as a teddy-bear construction [8] in the acquisition of verb-final schwa elision.

Spontaneous speech deviates from written language in many other ways. The comparison between a diplomatic layer and a normalized layer in usage data allows us to find these instances and compare overuse and underuse between native speakers and learners.

4. CONCLUSION

We have shown that the definition of ‘error’ depends on the underlying concept of a target hypothesis. The target hypothesis must be defined according to the research question. Therefore, multiple target hypotheses can be applied. Target hypotheses can include or even combine various linguistic domains, such as phonetics, morphology and syntax. This is only possible using a multi-layer corpus architecture.
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1. INTRODUCTION

This longitudinal study examines the development of voice onset time (VOT) for the stops /t/ and /d/ and the central frequency of the /s/ sibilant in a group of fluent L2 speakers of English whose L1 is Dutch, over a period of 3 years.

The speakers are Dutch students who live and study at a residential college where the lingua franca is English. The student community is international, with ca. 60% being Dutch L1 speakers, and the remaining 40% comprising over 30 different L1s. A detailed description of the making of this corpus can be found in [5].

The core hypothesis which motivated the collection of this corpus is that, over the three years of these students’ undergraduate study, their accents of English will gradually converge to some kind of UCU Accent of English, which is not a native accent for any speaker. As part of this convergence, the influence of the Dutch accent of English is expected to play a large role, since the Dutch population forms the majority.

For this study, we look at possible phonetic drift in word-initial /d/ and /t/, and the sibilant /s/, which are realised differently in Dutch and English. In non-clustered word-initial position, typical VOT values for Dutch voiceless stop /t/ and the English voiced stop /d/ are quite similar. Dutch voiced stops have a shorter lag time and English voiceless stops have a much longer lag time, being generally aspirated. Dutch has only one sibilant /s/ whereas English has two, namely /s/ and /ʃ/ [3, 2]. The articulation of the Dutch /s/ is described as being somewhere between the two English sibilants, having a more retracted position of articulation, a flatter tongue, and more lip rounding [3].

Because these particular phonemes exhibit phonetic, rather than phonemic differences in Dutch and English, it is interesting to explore them in the context of Flege’s speech learning model (SLM), which suggests that the ability to perceive within-phoneme differences between an L1 and an L2 may drive the formation of a new phonetic category within a single phoneme [7]. Conversely, if a speaker does not perceive the difference, this new category may not be formed at all, but both L1 and L2 values will assimilate towards each other. We hypothesize that this will be the case for the Dutch L1 speakers’ VOT values for /t/ and /d/, and for the production of /s/.

2. METHODS

The first and last recordings for 50 Dutch L1 speakers in the first two cohorts of the UCU Accent Project speech corpus are examined.

2.1. Speakers

The speakers were 50 undergraduate students. Their age range for the first recording was 17 to 19, and for the second recording, three years later, 19 to 21. 10 were male and 30 female. All had started learning English before the age of 8.

2.2. Recording equipment

Recordings were made in a quiet furnished office, using a close-talking microphone (Sennheiser Headset HSP 2ew), via a Saffire Pro 40 multichannel AD converter and preamplifier, using Audacity, open source software for recording and editing sounds (see http://audacity.sourceforge.net/).

2.3. Materials

Speech material was taken from recordings 1 and 5, so at the beginning of the first semester and at the end of the last, 3 years later. We extracted 2-minute informal monologues in Dutch and English and located the word-initial instances of /d/ and /t/, as well as instances of /s/ are located and used in analysis.

2.4. Parameters

VOT for /d/ and /t/ were measured manually, using Praat [1]. VOT was measured from the release of the stop burst to the onset of voicing.

/s/ was located in a semi-automatic fashion. Candidate /s/ segments were generated with the Kaldi
speech recognition system [6], trained on \textit{wsj0} and \textit{wsj1} using the s5 recipe and an \textit{nnet2-online} neural net configuration. Values ranging from English /s/ to /t/ were generated obtain candidates for both Dutch and English /s/. Candidate segments were listened to and accepted or rejected, one by one. The COG was calculated for all of the accepted candidates.

3. ANALYSIS AND RESULTS

3.1. Voice Onset Time (VOT), for /d/ and /t/

Figure 1 shows the VOT measurements for Dutch and English for the male speakers for both /d/ and /t/ segments. Similar results can be found for female speakers. For mean VOT values in both Dutch (L1) and English (L2), no notable change was measured between recordings 1 and 5. For /d/, there was no significant language-dependent difference in duration of pre-voicing though there were fewer instances of pre-voicing in English. The mean VOT value for /t/ in English was significantly lower by about 28.5 ms, or than in Dutch.

3.2. Centre of Gravity (COG for /s/)

Figure 2 shows the COG for the /s/ segments in the spontaneous monologues for the male speakers, for both English and Dutch, in rounds 1 and 5 of the recordings. Again, similar results can be shown for female speakers.

Using the \textit{lme4} package in R, a linear mixed effects model was constructed to model the relationship between COG, recording and language. Fixed effects were \textit{sex}, \textit{recording} and \textit{language}, with \textit{speaker} as a random effect, and by-speaker random slopes for the effect of \textit{language}. Significance was estimated by likelihood ratio tests on the full model with the effects of \textit{language} and \textit{recording round} against the model without these effects. COG for Dutch was significantly lower than that of English in both recording rounds and for both languages, higher for round 5.

4. DISCUSSION AND CONCLUSION

While the difference in VOT values for /t/ in English was significant, the amount of increase was still small, less than 30ms. This may represent some phonetic drift of /t/ towards more typical English values, but hardly a new phonetic category. COG values for /s/ started and remained lower than those for English. In this case, it seems that a new phonetic category was formed before the first recording. This makes sense, since all students are expected to be competent in English on entry. The significant though slight rise in COG for English and Dutch /s/ across recordings indicates some further phonetic drift.

A community of speakers in which L1 speakers are in the minority and there is a dominant L2 is unusual. This may explain the relative stability of these segments over time, despite the English-speaking environment. Since the majority (60%) of the speakers has Dutch L1, it might be expected that, in line with accommodation theory [4], phonetic features of the Dutch are adopted by speakers of other L1s. With English L1 speakers in the minority, we might expect that their influence is less strong.

We might also expect that other L1 speakers, including English L1, may experience accommodation to Dutch values for these segments, and that will be the next step in the investigation of phonetic drift in this community.
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1. INTRODUCTION

The traditional approach of using trained human assessors to evaluate spoken language proficiency has proven to be both expensive and time-consuming. This has led to renewed effort to develop tools for the automated assessment of non-native speech. Previous work on automated assessment has generally not focused on acoustic features, although it has long been established that listeners use such features in judging the naturalness of L2 pronunciation. Including such features in assessment will go a long way in making the implicit knowledge examiners use in assessing pronunciation more explicit, and can be very useful, for instance, in a computer-assisted language learning (CALL) pronunciation training programme. In this paper, we describe one strand of research in our ALTA\(^{1}\) project and discuss the role of phonetic features in automated assessment of non-native speech. We will briefly discuss some of the challenges we face in automatically measuring phonetic/prosodic features, and how we go about striking a compromise between what may be a linguistically meaningful feature and what is actually measurable given the constraints of our system.

**Keywords:** automated assessment, CALL, prosody, non-native, speech

2. CORPUS DESCRIPTION

The dataset discussed in this paper comes from a Cambridge English BULATS test of business English comprising elicited spontaneous speech (in the form of a short bio and a monologue testing the business knowledge of the candidate). Currently, our pilot dataset consists of over 1000 candidates and 20,000 recordings. Candidates are speakers of various source languages: Gujarati, Hindi, Urdu, Thai, Spanish, Portuguese, and others. As preparation for our phonetic analyses, the data was orthographically transcribed using multiple crowd-sourcers and a speech recogniser according to the procedure described in [1]. The transcribed data was then automatically segmented and aligned using a Hidden Markov Model Toolkit (HTK) MLP-based algorithm to determine word and phone boundaries.

---

\(^{1}\) A partnership between Cambridge Assessment and the University of Cambridge.
automated assessment, vowel articulation could be an excellent candidate on which to provide feedback in a CALL context. Research has shown that formant frequencies contain the primary information for the distinction of vowels [5]. Our previous pilot work [6] suggests a correlation between the vowel space of speakers (measured from formant tracking data) and their oral proficiency in the L2. However, we also observed that formant tracking may not be entirely practical with the mixed quality of the data in our corpus, which is generally unavoidable given the varying conditions in which tests are recorded in testing centres around the world. As an alternative to formant tracking we explored the Mel-scaled Discrete Cosine Transformation (DCT) method (see [5] for a detailed description). We then calculated the log Euclidean distance ratios between target vowels (e.g. the distance of [i] and [i:] to a fixed anchor point (e.g. [æ]) to test the specific hypothesis of whether Gujarati speakers were making a distinction between tense and lax vowels in their L2 English, given that their L1 does not have this distinction. The log Euclidean distance ratios for the Gujarati speakers suggest a strong correlation between their vowel space and their Common European Framework of Reference (CEFR) level in English. More specifically, there is a correlation to the extent to which they realised a distinction between tense and lax vowels and their CERF levels (as shown in Figure 2).

**Figure 2:** Estimated DCT coefficient mean by CEFR level

<table>
<thead>
<tr>
<th>CEFR level</th>
<th>DCT1 (slope)</th>
<th>DCT2 (curvature)</th>
<th>DCT2 - DCT1</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>25</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>A2</td>
<td>20</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>B1</td>
<td>15</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>B2</td>
<td>10</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>C1</td>
<td>5</td>
<td>5</td>
<td>10</td>
</tr>
</tbody>
</table>

There is inherent difficulty in automatically creating accurate phone alignments. However, we find that this becomes much less problematic once we define our parameters consistently across conditions and extend our training data to include learners of different proficiencies, L1s, speaking conditions, and so on.

2.2.2. Stress and vowel reduction

In English there is a well-documented tendency for vowels in lexically unstressed position to be reduced (see e.g. [7]) when they do not carry lexical stress. This is characterised by the reducing of the acoustic correlates (f0, energy, duration) relative to what would be typical when the vowel is stressed. According to Bolinger [7], stress reduction can be seen as a possible measure of the rhythm of a language. Previous research suggests a strong link between the level of vowel reduction and the proficiency of the speakers (e.g. [8]). In our study, we calculated the ratio of all stressed to unstressed vowels produced by each speaker (the use of ratios means no further normalisation was necessary), and examined how effective this measure is if applied automatically (no manual corrections applied). The results suggest a very high correlation with proficiency.

**Figure 3:** Ratio of stress to unstressed vowel duration by CEFR level

![Graph showing ratio of stress to unstressed vowel duration by CEFR level](image)

2.2.3. Sentence boundary detection (SBD)

We also use prosodic information in the task of SBD in continuous speech, taking pitch and duration measurements to model spoken behaviour. This model is combined with a language model and sentence-length model in a log-linear fashion to decide on an optimal set of sentence breaks for a given recording, à la [9]. Where our work differs from [9] is that they worked with native speaker data whereas we apply the same methods to non-native learner data [10].

3. DISCUSSION AND CONCLUSION

Our starting point in this project is that automated assessment systems need to reflect the intuitions and implicit criteria used by human assessors to judge pronunciation. Given the reported link between phonetic and prosodic competence and the intelligibility of L2 speech, we explored ways to implement these features in the assessment of non-native English. Vowel quality and stress reduction are both easy to implement in automatic system as well as to teach in a CALL medium. SBD may also be useful in assessing the fluency of non-native speakers. Overall, the results that begin to emerge appear to support this view. In the future, we plan on extending our work by looking at higher-level intonation and other prosodic features, which we hope will ultimately lead to the building of a phonetically grounded CALL pronunciation training system. We also intend that the tools and methodologies we develop can be used in similar research on other source languages apart from English, and welcome the opportunity to further collaborate.
4. REFERENCES

**ENGLISH READ BY JAPANESE PHONETIC CORPUS**

Takehiko Makino

Chuo University, Tokyo, Japan  
mackinaw@tamacc.chuo-u.ac.jp

**Keywords**: pronunciation, corpus, English Read by Japanese, Intonation Variation Transcription System

1. **INTRODUCTION**

English Read by Japanese (ERJ) Phonetic Corpus is a phonetically transcribed electronic corpus of the pronunciation of English by learners whose L1 is Japanese. It is intended to be a source of all the phonetic characteristics of Japanese speakers’ English speech, which has tended to be described rather informally [3]. So far the transcription of individual phones is completed and prosodic transcription is underway.

2. **ENGLISH READ BY JAPANESE SPEECH DATABASE**

The corpus uses as its basis the 800 out of more than 70,000 recordings in English Read by Japanese (ERJ) speech database [5], which was originally collected mainly in order to help CALL system development but has not been much utilized for linguistic research.

Some of the characteristics of ERJ speech database is given below:

- 807 different sentences and 1,009 different words/word sets were used for recording. A majority of the sentences were from those used for TIMIT speech database.
- They were read aloud by 200 (100 male and 100 female) university students in 20 different recording sites all over Japan.
- The speakers did not record all of the materials; each sentence was read by about 24 speakers and each word (set) by 40.
- Phonemic transcriptions in ARPAAbet were given for practice; in the recording session, the speakers only looked at orthographic sentences.

3. **BUILDING PROCEDURE OF THE CORPUS**

The 800 recorded sentences selected for the corpus building were the same set used in [6]. In that study, the sentences were played back on the phone to Americans who were then asked to repeat what they thought they heard, and the correlations between “errors” and the speakers’ general pronunciation scores (which were evaluated independently of this study) were calculated. The orthographic transcription of what the Americans repeated could be utilized for future study about the correspondence between pronunciation deviations and intelligibility.

3.1. **Segmental annotations**

In order to facilitate the transcribing process, the recording was pre-processed by the Penn Phonetics Lab Forced Aligner (p2fa) [9], which produced forced aligned transcriptions of English words and phonemes for each file in the Praat [1] TextGrid format.

The output from p2fa was full or errors, which is not surprising at all as it was developed for native-speaker English. Thus most of the corpus-building work involved manual transcription of “actual phones,” which represent what was actually pronounced in narrow phonetic IPA, and manual alignment of both “target phones,” a phonemic transcription in ARPAAbet which the speaker should have aimed at, and “words,” to actual phones, all using Praat.

The TextGrid has two more tiers, namely “actual2” and “phone2” (Figure 1). They are there to collapse into one two or more consecutive actual phones or target phones corresponding to a single target/actual phones. They are necessary because ELAN [7], the software which is used for searching, cannot currently handle one-to-many correspondences.

**Figure 1**: Segmental annotations.
3.2. Prosodic annotations

Because the prosodic system in question is part of an interlanguage [2], it cannot be transcribed with the notational system for Japanese or English. Thus it was necessary to devise a new notational system for this corpus.

Actually, this should also have been a problem for segmental transcription. But as far as individual phones are concerned, there is a framework of narrow phonetic transcription, and it was possible to use this to transcribe actual phones. Its actual implementation was not at all straightforward, though, since the truly narrow phonetic transcription independent of any language is an ideal which could not be reached. But still, it is doable.

Not so with prosody. There is no ready-to-use framework for its narrow phonetic transcription. The only framework which has been found for possible use for L2 (interlanguage) prosody is Intonation Variation Transcription System [8], abbreviated to IVTS, which was originally devised to transcribe dialect differences.

There are four tiers in IVTS: (1) rhythmic beat, (2) local phonetic pitch, (3) global pitch change such as downstep, and (4) tentative phonological pitch targets (Figure 2).

The specific adaptation of IVTS to accommodate Japanese speakers’ prosody of English is inevitably tentative.

Since the interlanguage system is fluid (i.e., proportions of influences from L1 and L2 should be different in one speaker/situation from another), it is not possible to devise a watertight notational system. Adjustments will be made as we transcribe more sentences, until we finish with all the 800 files. Even then the system is not complete, since there may be other utterances which could require further adjustments.

4. SOME PRELIMINARY FINDINGS

Some of the preliminary findings from the segment-only corpus survey [4] are given below:

- Voiceless plosive targets are frequently realized as fricatives, especially for /p/ (Tables 1, 2 and 3). This occurs not only in “weakening” positions (e.g., between vowels) but also in “strong” positions. Why /p/ is spirantized much more often than /t, k/ remains to be explored.

Table 1: Actual phones for target /p/ (n=549).

<table>
<thead>
<tr>
<th>p</th>
<th>pʰ</th>
<th>ʰ</th>
<th>φ</th>
<th>pʰ</th>
<th>pi</th>
<th>others</th>
</tr>
</thead>
<tbody>
<tr>
<td>259</td>
<td>84</td>
<td>14</td>
<td>123</td>
<td>20</td>
<td>15</td>
<td>34</td>
</tr>
<tr>
<td>Spirantized (26.0%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Actual phones for target /k/ (n=770).

<table>
<thead>
<tr>
<th>k</th>
<th>kʰ</th>
<th>k̟</th>
<th>k̟ʰ</th>
<th>k̠</th>
<th>k̠ ʰ</th>
<th>x</th>
<th>kx</th>
<th>k̩</th>
<th>others</th>
</tr>
</thead>
<tbody>
<tr>
<td>330</td>
<td>204</td>
<td>53</td>
<td>16</td>
<td>14</td>
<td>44</td>
<td>12</td>
<td>23</td>
<td>53</td>
<td></td>
</tr>
<tr>
<td>Spirantized (7.2%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Actual phones for target /t/ (n=1,280)

<table>
<thead>
<tr>
<th>t</th>
<th>tʰ</th>
<th>ʰ</th>
<th>t̢</th>
<th>ts</th>
<th>tf</th>
<th>te</th>
<th>ʰ</th>
<th>s</th>
<th>i</th>
<th>others</th>
</tr>
</thead>
<tbody>
<tr>
<td>579</td>
<td>325</td>
<td>58</td>
<td>28</td>
<td>18</td>
<td>16</td>
<td>15</td>
<td>10</td>
<td>64</td>
<td>154</td>
<td></td>
</tr>
<tr>
<td>Spirantized (6.8%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- Target /r/ and /l/ are correctly pronounced in half of their tokens (Tables 4 and 5). This should mean that the distinction between them is far from absent, as is often pointed out.

Table 4: Actual phones for target /t/ (n=879).

<table>
<thead>
<tr>
<th>r</th>
<th>ɾ</th>
<th>ř</th>
<th>ř</th>
<th>ɾ</th>
<th>e</th>
<th>u</th>
<th>l</th>
<th>ɾ</th>
<th>others</th>
</tr>
</thead>
<tbody>
<tr>
<td>389</td>
<td>40</td>
<td>162</td>
<td>27</td>
<td>69</td>
<td>36</td>
<td>57</td>
<td>29</td>
<td>70</td>
<td></td>
</tr>
<tr>
<td>Japanese /r/ (48.8%)</td>
<td>Vocalized</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Actual phones for target /l/ (n=1,037).

<table>
<thead>
<tr>
<th>l</th>
<th>l</th>
<th>ɾ</th>
<th>ř</th>
<th>ɾ</th>
<th>ɾ</th>
<th>ɾ</th>
<th>ɾ</th>
<th>ɾ</th>
<th>others</th>
</tr>
</thead>
<tbody>
<tr>
<td>385</td>
<td>203</td>
<td>139</td>
<td>20</td>
<td>102</td>
<td>37</td>
<td>36</td>
<td>115</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Japanese /l/ (56.7%)</td>
<td>Hyper-Corrected?</td>
<td>Vowel insertion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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1. INTRODUCTION

Corpus-based approach in L2 speech research is an increasing trend facilitated by technological progress enabling cheap storage of large amounts of speech data and by availability of free software tools for manual or (semi)automatic annotation, and analysis of annotated corpora. An ideal corpus of L2 speech should comprise a large variety of speakers with different native language backgrounds, different speaking styles, extensive annotations in terms of both segmental and suprasegmental phonology, and more than one target language [2].

The paper introduces the Estonian Foreign Accent Corpus (EFAC) [8] which aims to provide high-quality L2 speech data for studies of L2 phonology and for language technology developments. The corpus collection was initiated at the Institute of Cybernetics, Tallinn University of Technology in 2006. Currently, it includes speech recordings of 180 L2 speakers of Estonian representing 18 different native languages and the reference group of 20 native Estonian speakers. The corpus is annotated on word and segmental levels.

The research on Estonian L2 speech based on this corpus has been so far focused on the acquisition of Estonian vowel categories, and on L2 prosody, specifically on the acquisition of short/long categories and quantity contrasts.

2. CORPUS DESIGN

The corpus is designed for studies of L2 acquisition of the main categories of the Estonian phonological system – vowels, consonants, diphthongs, consonant clusters, and quantity oppositions.

The text corpus involves 130 neutral sentences including all Estonian vowels and frequent diphthongs as well as all consonants and frequent consonant clusters in two-syllable target words representing the Estonian quantity oppositions. The target words are embedded in short meaningful sentences of similar structure, e.g.:

- Soovin saada kolme kuu aruannet. Q3: saada /saa:ta/ ‘to get’

The constructed sentences are rather simple in order to be easily comprehensible and readable for learners with intermediate knowledge of Estonian. In addition, the text corpus involves eight questions, two passages, and some prompts to elicit spontaneous speech (self-introduction, description of three pictures).

3. SPEAKER RECRUITMENT

The main criteria for L2 speaker selection were:

- proficiency level of Estonian (at least "intermediate" or higher, foreign accent must be perceived by native listeners),
- native language,
- age of learning Estonian (adult learners were preferred),
- no hearing and speaking disorder.

Ideally, it would be good to achieve balance by sex and age, but in reality it is rather impossible. A group of native speakers has also been recruited – 10 male and 10 female subjects from monolingual Estonian-speaking families living in the capital area.

Different recruitment schemes have been used – invitations have been distributed in local universities and newspapers, teachers of Estonian giving language courses for adults and teachers of Estonian working at different foreign universities have been approached, etc. All recruited speakers have filled a questionnaire containing questions about their age, native language, age of learning Estonian, where and how they have learnt the language and how often they use it, as well as self-assessment of their knowledge of Estonian ("elementary", "intermediate", "ad-
vanced" or "proficient"). All participants were paid a small amount of money.

The number of speakers in the L2 subject groups is: Russian – 50, Finnish – 30, Latvian – 20, German – 15, Lithuanian – 13, French – 13, Japanese – 6, Swedish – 6, Spanish – 5, English – 5, and Italian – 5; other language (Dutch, Slovak, Polish, Portuguese, Hindi, Azeri, and Irish) are represented by 1–2 subjects only. Attempts will be made to recruit more subjects so that all L2 subject groups will be represented by at least 10 speakers.

Among the L2 subjects ca. 60% are females and 40% males. Age of the L2 subjects ranges from 16 to 67 years (mean 29.4, median 26.1). Most L2 subjects started to learn Estonian at the age 18–30 years, some subjects at the age 7, and some at the age over 40. All subjects have studied several foreign language, mostly English, German, or French.

4. DATA COLLECTION

Majority of the speech recordings have been done in our own recording studio; several L2 speakers have been recorded at their home universities in Finland (Oulu, Helsinki and Turku), France (Paris), Austria (Vienna), Latvia (Riga), Lithuania (Vilnius). By now we have recorded 180 non-native speakers of Estonian representing 18 different language backgrounds and the reference group of 20 native Estonian speakers. Currently, the total duration of speech data is approximately 80 hours.

Technically, the recordings are mostly of high quality (sampling frequency 44.1 kHz, 16 bit, wav-format); most speakers were recorded with two condenser microphones (a close-talking mic and a desktop mic). During the recording prompts were displayed on a screen one by one, correctness of reading was monitored by a recording operator. On average, a recording session lasted 25-30 minutes.

5. ANNOTATION

The corpus is annotated in different ways: the whole corpus is segmented and labelled automatically on word and phone levels (by using an Estonian text-to-speech aligner), and the target words representing quantity oppositions are segmented manually (currently only for native Estonian speakers and for L2 speakers with Russian, Finnish, Latvian and Japanese backgrounds) using Praat software [1]. We proceed with the manual annotation since the automatic text-to-speech aligner trained on Estonian native speech does not provide satisfactory results in the case of L2 speech.

6. CORPUS-BASED STUDIES

The corpus constitutes a valuable resource for the studies of L2 acquisition of Estonian phonological categories. Estonian is a quantity language exploiting the duration cue for manifesting phonological quantity oppositions. The quantity oppositions can occur in vowels and diphthongs, and also in consonants and consonant clusters. The corpus allows us to study the acquisition of quantity contrasts by L2 subjects with different phonological relevance of duration in their L1, e.g: 
- Russian and Spanish: none,
- English and German: only as a secondary cue for vowels,
- Swedish: a primary cue for most vowels and consonants,
- French: only some vowels and consonants,
- Italian: only consonants,
- Latvian and Lithuanian: only vowels,
- Finnish and Japanese: consonants and vowels.

So far, we have reported the results on the acquisition of short/long categories by Russian subjects [6] and quantity contrasts by native speakers of Russian, Finnish, and Latvian [9], [4], [3], [5], as compared to L1 speakers. The results reveal differences in L1 and L2 groups due to the different role of duration in subjects’ L1.

In addition, we have studied the acquisition of Estonian vowel categories by Russian and Japanese subjects [7], [10].

In our future research we plan to study:
- how does native language type (quantity vs. non-quantity language) affect the production and perception of quantity contrasts,
- to what extent do L2 subjects use spectral and other prosodic cues (such as F0 and intensity) as secondary cues in the production and perception of Estonian quantity contrasts,
- the relationships between L2 production and perception,
- the role of orthography in the production of Estonian quantity oppositions,
- L2 speech rhythm.

As an ultimate goal, we hope to propose a new (or at least to extend an existing) L2 theoretical model that is adequately able to address prosodic features, especially duration.

7. AVAILABILITY

The corpus will be available via the Center of Estonian Language Resources (http://keeleressursid.ee/eng/) and via EU CLARIN infrastructure (http://www.clarin.eu/).
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1. INTRODUCTION

Spontaneous speech learner corpora are likely to feature skewed word and phoneme frequencies that violate the requirements of commonly used methods to analyze phonetic data: vowel-extrinsic normalization methods such as Nearey [7], Lobanov [4] or Watt & Fabricius [12] require that acoustic measurements for all the vowels of a speaker’s system be collected in roughly the same amount.

The question therefore arises of the influence that methods of normalization may have upon assessing the evolution of learners’ phonemic acquisition over time.

2. DATA

2.1. Corpus

The data used for this investigation come from a project by University Paris Diderot, in which 5 French native speakers, 3 male and 2 female students, were recorded in English four times over six-month intervals. 20 recordings were thus obtained. The interviews were conducted by a native English speaker, and recorded in an individual stereo 16-bit resolution sound file at a sampling rate of 44100 Hz captured in an uncompressed, pulse code modulation format using an Apex435 large diaphragm studio condenser microphone with cardioid polar pattern.

2.2. Procedure of acoustic extraction

The recordings were analyzed in the following fashion: the transcriptions of short, consistent sentences were aligned on a PRAAT TextGrid (Boersma [3]), which were then extracted and automatically aligned at the segmental level with SPPAS (Bigi [2]) using an American transcription of the CMU dictionary. For each vowel, a PRAAT script then collected, among other things, the mid-temporal F1, F2 & F3 values. 17,407 monophthongs were thus collected and their distribution can be found in Figure 1.

3. ANALYSIS

3.1. Normalization

The data was then normalized using the four following methods:
2. The Bark Difference Metric [10];
3. Nearey’s [7] Extrinsic method (Nearey 2);

The computations were made using the statistical software R [9], and the PhonTools [1] package for the last two. As shown in Table 1, this set of methods features all possible combinations of Vowel/Formant ex-/in-trinsic computations. No speaker extrinsic method was adopted due to the differences in vowel
Table 1: Reminder of the specificities of the normalization methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Vowel</th>
<th>Formant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bark</td>
<td>Intrinsic</td>
<td>Intrinsic</td>
</tr>
<tr>
<td>BDM</td>
<td>Intrinsic</td>
<td>Extrinsic</td>
</tr>
<tr>
<td>Lobanov</td>
<td>Extrinsic</td>
<td>Intrinsic</td>
</tr>
<tr>
<td>Nearey 2</td>
<td>Extrinsic</td>
<td>Extrinsic</td>
</tr>
</tbody>
</table>

count from one speaker and one session to another. Because the evolution of pronunciation is a key research interest, the dataset was split into session-based subsets prior to normalization.

3.2. Phone-gating

Figure 2: Cross-session, cross-speaker count of phonemes phone-gated as “FAIL” or “PASS” by method of normalization.

A native dataset was then normalized. For this study, data from Peterson & Barney [8], which comes with the PhonTools [1] package, was used for convenience. Corresponding sex-dependent minima and maxima of the F1 and F2 formant values for each vowel and each method of normalization were then stored and extracted. This procedure returned a 10-row dataframe, one row for each vowel (/@/ was excluded), with 8 columns: the male and female F1/F2 minima and maxima. The normalized F1 and F2 values from the learners’ datasets were then checked against these extreme values, and flagged as correct (“PASS”) if both their F1 and F2 values were comprised within the natives’ range, “FAIL” otherwise.

4. DISCUSSION

Figure 2 shows the count of vowels flagged as “FAIL” or “PASS” for each session and each method of normalization. The total proportion of vowels flagged as accurate is displayed in Figure 3. Because the phone-gated values cannot be assumed to be really independent from one method of normalization to another, pair-wise McNemar’s Chi-squared tests of independence with one degree of freedom were performed from the contingency tables in order to examine the relation between the method of normalization and the phone-gating results. The results of those pair-wise comparisons are displayed in Table 2. The extremely low p-values mean that the null hypothesis that no differences exist between the phone-gated results from one method to another can safely be rejected.

Although these results might suggest a certain inadequacy between normalization constraints and the unbalanced characteristics of natural language (as opposed, for instance, to controlled lists of words), they may also reveal the limitations of automatic formant extractions. The extrinsic methods used in this paper rely on F3 measurements, whose proximity with F2 in vowels such as /I/ may account for the wide gap in phone-gating results between the BDM and Lobanov methods for this vowel. One way to work around the relative unreliability of automatic formant extraction in high-dispersion corpora such as learners’ corpora would be to study vowel-inherent spectral change (cf. Nearey (1986) [6] or Morrison (2007) [5]), rather than mid-temporal values.
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1. BACKGROUND

First, we will shortly present our project Focus on learning pronunciation: Swedish as L1/L2 (www.jyu.fi/fokus). Second, we focus on the possibilities of using language testing corpora to investigate L2 pronunciation. The project focuses 1) on studying the phonetic aspects of L2 Swedish with speakers of Finnish, Russian and English as L1, and 2) studying aspects of Swedish L1 speakers’ production of these languages as their L2. The variant we focus on is Finland Swedish, but also Swedish as spoken in Sweden will be considered (for Swedish phonology, see, e.g. [1], [3]; for differences between Finland Swedish and Swedish spoken in Sweden, see [14], [16]).

The cross-language design of the project was chosen for studying 1) the effect of different L1-L2 interrelationships (e.g. genetic relationship; writing system/orthography; phonological distance) on learning pronunciation and transfer phenomena between each L1-L2 pair and 2) the influence of various sociophonetic factors (e.g. language attitudes attached to different foreign accents) (see [13]). Hence, by using methods of acoustic and auditory analysis we will analyse features of learner language with Swedish either as L2 or L2 with the purpose of highlighting the potential language-specific difficulties, but also potential language-independent factors such as inter-individual differences (for second language pronunciation learning, see, e.g. [6], [18], [20]). While the particular focus of analysis is on prosody (see, e.g. [23]), we are also interested in segmental features typical for each variant of L2 speech (e.g. [15]), and further, in learners’ own views on learning pronunciation (e.g. [12]).

In addition to its theoretical aims of gaining new information on the L2 oral performance, the project aims at a contribution to language teaching practices (see, e.g. [5], [7], [8], [19]) and design of teaching materials (see, e.g. [4], [15]). Finnish and Swedish, as two national languages of Finland, are mandatory subjects in formal education. English, while being a very widely used language of media, youth culture and business, is also the most frequent choice for the first foreign language at Finnish schools. Finally, while Russian speakers are the largest linguistic group in Finland after the national language communities, the status of Russian at school is one of the lesser studied languages. Research-based knowledge is now particularly needed for developing teaching of oral skills because of the new oral proficiency exam to be launched (for the current practices, see, e.g. [22], [21]).

2. RESEARCH QUESTIONS

The main research questions of the project team are:
1. What phonetic/prosodic features are typical of Swedish as spoken by Finnish, Russian and English speakers? What are the most central problems for each L1 group? How can these problems be addressed in teaching pronunciation?
2. What phonetic/prosodic features are typical of English, Russian and Finnish as spoken by Swedish speakers? What are the most central problems in each L2? How can these problems addressed in teaching pronunciation?
3. What features seem to be associated with L1 effects? What aspects may be language-independent? How do findings help to develop teaching pronunciation?
4. What is the added value of imitation experiments for understanding how pronunciation is learned?
5. How are different foreign accents evaluated in the society? How can this knowledge be used in teaching pronunciation?
6. What kind of pronunciation teaching methods seem to be effective (e.g. transcription, listening, visual feedback; teacher feedback)? How should this knowledge be used in designing teaching materials?

3. DATA

New data sets will be collected, but there are also existing corpora that will be used for analysis.

3.1 Corpora to be collected

The data sets to be collected (“FOKUS data”) include: 1) Speech samples consisting of reading aloud (sentences, a short text) and spontaneous speaking (a short oral narrative task) to be analysed
acoustically and by perception tests. Data includes a) L2 Swedish as produced by Finnish, Russian and English speakers and b) L2 Finnish, English and Russian as produced by Swedish speakers. 2) Imitation tasks based on pilot studies by the authors [24, 25]. Task involves imitation of utterances by learners and non-learners (i.e. persons who have not studied the language) to be analysed acoustically and by perception tests. 3) Data on Finnish university students learning Swedish. The data includes both the students’ oral performance, its analysis and the students’ interviews. Data (both read-aloud and spontaneous speech) are being collected on Swedish pronunciation courses given at University of Jyväskylä.

3.2 Existing language testing corpora

The existing language testing corpora include: 1) The Finnish National Board of Education Learning Performances and 2) The National Certificates of Language Proficiency. The first corpus consists of the learning performances of Finnish ninth graders in Swedish, Russian and English in a test organized by the Finnish National Board of Education [9, 10, 11]. The oral skills sub-test has been video-recorded and evaluated on the Finnish National Curriculum Scale (a more fine-tuned version of the CEFR-scale). It consisted of four different tasks in each language, one of which was a monologue and three were dialogues. In addition, extensive background questionnaires have been collected from both the pupils and their teacher. All the participants are of the same age, come from a similar language learning background (Finnish schools), but have different L1s: Finnish, Finland-Swedish, and some Russian. They have taken the test in Swedish, Russian or English and we have taken a sub-sample of their performances to be investigated more thoroughly.

The National Certificates of Language Proficiency data consist of test performances given in a national language proficiency test evaluated across CEFR (Common European Framework for Languages) proficiency levels. The test takers come from a variety of language learning backgrounds (no specific course or study unit is required to take the test) and socioeconomic groups. In the test, each speaker is recorded typically doing two monologue tasks and some “interactional” tasks, where s/he is asked to have a conversation with the person s/he hears on the tape.

4. METHODS

Methods will include using tools of experimental phonetics such as acoustic analysis and perception tests. Programs such as Praat [2] and KayPENTAX' Computerized Speech Lab (http://www.kaypentax.com) will be used. Results will be analysed using statistical means.

5. DISCUSSION

Using language testing corpora as data in L2 pronunciation research has both advantages and disadvantages. By using existing data, the steps of recruiting participants and making recordings can be avoided, and the speakers’ oral proficiency level is reliably assessed. However, finding suitable samples from the data bank may be laborious due to missing video or audio files and consent forms. Also, as the conditions of the recordings vary, their quality is not always optimal. Further, due to ethical principles of the language testing system, the instructions of the speaking tasks themselves are not available and the use of background information of the subjects is also limited. Similarly, as the original video file is not available to researchers, it may be difficult to distinguish the speakers in dialogue tasks.

In comparison, we have also met challenges in finding suitable designs and tasks for the purposes of the present project, especially as concerns spontaneous elicitation. For example, when piloting tasks, we found a picture telling task unsatisfactory for investigating tone accent in Swedish as it resulted in pitch patterns that are typical of reading a list. Hence, while monologue tasks might be more suitable for such purposes, they present other types of challenges, such as their potential unauthenticity.
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1. INTRODUCTION

Since several years, numerous researches on second language acquisition have been based on corpus studies (cf. [1] and [2] among others), allowing a better evaluation of possible correlations between learner’s L1, grammatical competence and proficiency level in L2. Among the studies focusing on the acquisition of L2 phonology, phonetics and prosody, a distinction can be made according to the way of collecting and analysing the data. Acoustic data, for instance, may be gathered by means of experimental procedures or may be extracted from larger corpora [3]. Experimental approaches have the advantage of allowing the control of various elements that may come into play in the production process and to focus on the targeted structures, but the obtained data may not always be a good sample of the learner’s proficiency and may be limited. Corpus-based approaches, by contrast, allow gathering a large data set that may provide better insights on the L2 phonological / phonetic acquisition process (cf. [4], [5] and [6]). Even if the structure and content of the corpus used may vary greatly, corpus-based studies display several advantages in L2 research:

- Analysing a large amount of data allows investigating the interaction of several factors at the same time (for instance, the relation between proficiency level and distribution of tonal patterns, the relation between syntactic complexity and prosodic phrasing, etc.).
- It is possible to put in perspective several explanatory factors affecting the L2 acquisition process and competence (be they linguistic or not), e.g.: L1 transfer, speech style (reading vs. spontaneous speech), age when learners start acquiring the L2, etc.
- When the corpus includes data from a large array of languages and from various speaking styles, it is more representative and allows making generalisations on the acquisition of a foreign language. In addition, cross-comparisons between language pairs are possible and allow identifying the factors motivating L2 prosodic/phonological ‘errors’.

By taking all these issues, the COREIL corpus, a large learner speech database designed for studying the L2 prosody, was developed [6]. After presenting the principles at play in designing the data collection and annotation protocols, we will (i) describe the data that are currently compiled in the extended version of the COREIL corpus, (ii) briefly present some results obtained, and (iii) discuss some remaining methodological issues that must to be improved in order to successfully share these resources with the linguistic community.

2. THE EXTENDED COREIL CORPUS

2.1 Basic principles and facts

The protocols used to gather and annotate the data from the COREIL corpus were thought in such a way as to (i) avoid making strong presuppositions (such as the idea that L1 transfer is crucial); (ii) allow making contrastive analysis between learners’ and natives’ oral productions with comparable data sets; (iii) allow evaluating the learner oral competence and the L2 proficiency level while taking into account a large array of tasks/ skills (reading speech, monologal and interactive speech); and (iv) recording speakers with different L1.

2.2 Recording protocol and tasks

In order to obtain different speaking styles, the speakers were recorded while performing five distinct tasks that are classified into three groups. The first group includes two interactive oral production tasks (IOP). In one of them, the speakers were interviewed (they were asked to talk about their projects, their experience in French courses, etc.), while, in the second, they had to perform a role-play, in which they asked questions to complete an enrolment form. The second group consisted of two monologue oral production tasks (MOP), including first the description of a painting and second the narration/narration of a picture representing a group of people involved in an activity. The third group consisted in a reading task (RT), in which the speakers had to read short dialogues and several texts adapted from the
EUROM 1 corpus (cf., for more details, [5]). All participants were asked to read the texts and dialogues several times before the recording session.

The recordings took place in a quiet room and were done with an Edirol R09 digital recorder. The questions used in the current study were extracted from two types of tasks: IOP and RT.

2.3 Participants

Two groups of participants are distinguished in our corpus: the native speakers (or control groups) and the learners (experimental groups). In control groups speakers were recorded in their L1, whereas learners were recorded in the L2 target language. The COREIL corpus was designed to collect data in L2 French and English produced by speakers with English and Mandarin as L1. But in its current state, data from the following language background have been recorded, transcribed and are thus available: native spoken data from French, Mexican Spanish, German, Korean and Greek speakers, French L2 data from Mexican Spanish, German, Korean and Greek learners and French learners of Korean. As for the age of learners, no constraint was imposed, but the L2 was always acquired when the speakers had reach at least 10 years of age. Table 1 summarizes all these information. The proficiency level of learners was encoded according to the Common European Framework of Reference for Languages (CEFR).

<table>
<thead>
<tr>
<th>Group</th>
<th>L1</th>
<th>Participants</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>L2 French</td>
<td>German</td>
<td>5</td>
<td>A1, A2 &amp; B1</td>
</tr>
<tr>
<td></td>
<td>Greek</td>
<td>4</td>
<td>A1, A2 &amp; B1</td>
</tr>
<tr>
<td></td>
<td>Korean</td>
<td>3</td>
<td>A1 &amp; A2</td>
</tr>
<tr>
<td></td>
<td>Spanish</td>
<td>15</td>
<td>A2&amp;B1</td>
</tr>
<tr>
<td>L1 French</td>
<td>French</td>
<td>10</td>
<td>Native</td>
</tr>
<tr>
<td>L1 German</td>
<td>German</td>
<td>8</td>
<td>Native</td>
</tr>
<tr>
<td>L1 Greek</td>
<td>Greek</td>
<td>2</td>
<td>Native</td>
</tr>
<tr>
<td>L1 Korean</td>
<td>Korean</td>
<td>2</td>
<td>Native</td>
</tr>
<tr>
<td>L1 Spanish</td>
<td>Spanish</td>
<td>15</td>
<td>Native</td>
</tr>
</tbody>
</table>

3. USE OF THE COREIL CORPUS

Up to know, the COREIL corpus has been used to develop or evaluate annotation tools and systems, but also to study specific intonational patterns.

Since most prosodic annotation systems have been developed at the phonological levels, it was important to evaluate how they could be used to encode learner prosody in oral data [7]. In addition, some of this data has been used to develop PROSOTRAN, a transcription tools that relies on the prosodic parameters at the syllabic level to provide a symbolic transcription [8].

Studies on the acquisition of intonation in an L2 have also been achieved with data extracted from the COREIL corpus. In studying and comparing the tonal configurations realized at the end of neutral yes/no questions and wh-questions in native French, Spanish and L2 French, [9] showed that some L2 intonational patterns, in particular high rises at the end of questions, cannot be attributed to an L1 transfer but rather to the effects of iconic universal tonal representations. In the same vein, [10] showed that German and Spanish learners of L2 French realize high rises at the end of non-final IP at early stages of the acquisition process, even if such form doesn’t occur in their L1 nor in native French. This tonal pattern may be interpreted as a sign of linguistic insecurity.

4. CONCLUSION AND PERSPECTIVES FOR IMPROVEMENT

The COREIL Corpus had several features that allow getting interesting insights on the acquisition of intonation in an L2. As it includes data from different styles recorded by speakers with various proficiency levels, the results obtained are probably less disputable. The protocol used allows comparing productions from speakers with different L1, which offer promising results. Yet, the results of the studies achieved are still limited, several methodological issues requesting improvements:

- the protocol employed for eliciting questions does not allow gathering a large set of different question types (coordinated questions, echo-questions, etc.)
- the evaluation of the L2 proficiency levels is sometime problematic, as the CEFR does not really take into account suprasegmental features in the descriptors.

In order to improve these issues, we wish (i) to add to the protocol more interactive oral tasks for eliciting questions, and (ii) to develop tests for better identifying the proficiency level of the learners regarding prosody.

In order to reinforce some of the results obtained by comparing the productions of learners with different L1, it would be crucial to share the protocol for gathering a larger amount of data that can be compared.
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1. INTRODUCTION

The third revolution in the history of speech science has been identified as the development of large databases. By now, the importance and usefulness of such databases are unquestionable. They provide a unique possibility to do research on various speech phenomena from fine phonetic events to diverse characteristics of long narratives. Beside native speakers’ databases language learner corpora have also started being developed. The size, contents, annotation level, and other characteristics of existing spoken corpora are very different. They focus on English as L2 and mainly contain written materials. The largest corpus of informal interviews of learners of English (from higher intermediate to advanced students) has been coordinated by the University of Louvain [1]. This corpus contains 554 interviews produced by learners with eleven first languages (Hungarian is not represented among them).

The present study has two principal purposes. (i) It intends to present the design and development of our learner database (HunEng-D). (ii) We present our research concerning filled pause patterns of Hungarian and English speech based on the database.

The two languages differ in a number of linguistic facts. Hungarian is an agglutinative language belonging to the Finno-Ugric language family. It has an extremely rich morphology with extensive affixation and, as a consequence, syntactic and semantic functions of noun phrases are primarily expressed via suffixes and postpositions. Case endings are used extensively with nouns, but pronouns, adjectives, and numerals also take case and number endings. Verbs also have a considerable number of prefixes and suffixes. It has an inventory of 39 phonemes, including also phonologically short and long ones (but there are no diphthongs, no neutral vowels, and no aspirated consonants).

2. THE LEARNER DATABASE (HUNENG-D)

This is the first spoken language learner database that (i) contains speech materials of Hungarian-speaking participants whose second language is English, (ii) is recorded under the same conditions and following the same protocol, and (iii) contains annotated speech materials. The aim of the project is to develop a large database of 150 monolingual speakers whose native language is Hungarian and whose command of English represents various L2 proficiency levels.

2.1. Participants

At the time of writing, the total recorded material involves 60 speakers (half of them females) and amounts to about 30 hours. Hungarian is the mother tongue of all participants; they learn English as L2 at school. 20 of them are basic learners (BL) with two to three years of L2 instruction at school (14–15-year-olds), another 20 of them (18–19-year-olds) are intermediate learners (IL) and the third group consists of 20 advanced learners (AL) (ages between 22 and 28 years). The L2 language proficiency of the youngest group is B1, of the second group is B2 while that of the third group is C1 according to the categories of the Common European Framework.

2.2. Recording protocol

The database contains various types of spontaneous speech materials including also a word list to be read. The protocol consists of 5 modules. 1. Narratives about the participant’s life, family, job, and hobbies. 2. Narrative-like opinions about a topic of current interest, provided by the interviewer. The topics are adjusted to the participants’ age. 3. Précis (summary of content), that is, directed spontaneous speech. The participant reads a story and then s/he has to summarize its content in his/her own words. 4. Two types of methods (a map task and a speech game) to elicit quasi-natural conversations between the participants. 5. A word list consisting of forty-eight Hungarian words and another forty-eight English words (with voiced and unvoiced stop consonants as the initial segments of the words).

2.3. Recording conditions

Recordings are invariably made in the same sound-proof booth (at the Research Institute for Linguistics), under identical technical conditions, digitally, direct to the computer using the same professional microphones. In all recordings (both in English and in Hungarian) the interviewer was the second author.
2.4. Annotation

The speech material has been manually annotated by two trained transcribers, phoneticians with high-level proficiency in English) while two authors have continuously double-checked the annotations. The transcription was done in Praat at two levels (phrase level and word level) according to the criteria and rules that had been developed.

3. FILLED PAUSE ANALYSIS

The term ‘filled pause’ refers in this paper to the phenomenon of diverse vocalic, nasal, mixed or other sound events inserted into the spontaneous utterances. Filled pauses do occur in spontaneous narratives in any language. They may be used for several reasons and in various functions, and occur in diverse verbal forms of the languages (e.g., [2]). English speakers use uh and um, Portuguese ones use uum, [v], and [a], Japanese speakers use ano, e, eto, ma, Basque speakers use e, m, zera, while Hungarians prefer neutral vowels [4, 5, 6], etc. Data of analysis of filled pauses in L1 and L2 speech show that they are more frequent and longer in L2 than in L1, and occur characteristically within the clause in L2 narratives (e.g., [3]).

The main theoretical interest that guided our research was to find out whether filled pauses show different occurrences and phonetic patterns in the two languages, whether they are flanked by lexical items or by silent periods, and whether they show different patterns suggesting different proficiency levels. Three hypotheses were formulated. (i) Filled pauses occur more frequently and with longer durations in L2 than in L1 narratives. (ii) Phonetic patterns and flanking character of the filled pauses reflect the influence of L1 on pausing in L2. (iii) Filled pauses occur more frequently at clause boundaries in L1 than in L2 utterances.

Thirty recordings were randomly selected for analysis from HunEng-D, ten from each proficiency level. Occurrences of the filled pauses in terms of their position in clauses, their phonetic forms, durations, and the first two formant frequencies were defined. To test statistical significance, cross-tabulation and GLMM tests were used (SPSS 19.0).

Results show that, as expected, the great majority of the filled pauses (72%) were neutral vowels in both L1 and L2 (out of 4612 filled pauses). Analysis was focused on these pauses. Language proficiency had a significant effect on the occurrence of filled pauses (Chi-square = 89.76; \( p < 0.05 \)). More filled pauses were found in L2 (2411 instances, 2.5/min) than in L1 (928 instances, 1.2/min) irrespective of level of proficiency. In L1, 29.4%, in L2 21% of all filled pauses were flanked by two silent pauses. They occurred most frequently with IL learners.

Durations of the filled pauses were analysed in terms of four fixed factors: L1 vs. L2, level of proficiency, position of the filled pause in the clause, and whether it was flanked by silent pauses. Statistical analysis revealed significant differences across positions \( F(1, 3113) = 228.626; p=0.001 \) and languages \( F(1, 3113) = 41.312; p=0.001 \). However, no significant differences were found in filled pause durations depending on language proficiency with the exception of IL vs. AL. The durational differences among speakers depending on level of proficiency were 10 to 26 ms, on average. The mean duration of the filled pauses was longer in L1 than in L2 (329 ms and 366 ms, respectively). The shortest durations occurred with AL and BL, while the longest ones were found with IL both in L1 and L2.

Pairwise contrasts confirmed significant durational differences depending on the positions of the filled pauses. Filled pauses were shorter within clauses than at clause boundaries both in L1 and in L2, particularly in the case of the BL and IL groups. In addition, filled pauses flanked by two silent pauses were significantly longer (397 ms, on average) than those surrounded lexically (304 ms, on average).

Formant frequencies of the filled pauses showed significant differences depending on level of proficiency (for the first formant: \( F(2, 3113) = 104.330; p=0.001 \) and for the second formant: \( F(2, 3113) = 53.161; p=0.001 \)). F2s significantly differed also depending on the language \( F(1, 3113) = 4.048; p=0.044 \), see Fig. 1. The formant differences suggest that speakers produce the same neutral vowels as filled pauses but with different vowel qualities.

**Figure 1**: Formant frequencies of filled pauses across languages and groups.

Conclusions will be drawn on the usage of filled pauses in terms of L1 vs. L2, language proficiency and phonetic patterns of the filled pause articulation.
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1. DISFLUENCIES IN NON-NATIVE SPEECH

How do learners (L2) differ from native speakers (L1) when speaking disfluently? We will discuss this question for the use of self-repairs [10], henceforth called repairs, based on spoken corpus data.

Disfluencies such as repairs, filled pauses, truncations, prolongations etc. occur in about 6% of every 100 words uttered in spontaneous speech [3]. While disfluencies are widely accepted in L1 speech, they are sometimes regarded as problematic in L2 speech. Comparing the disfluencies of L1 and L2 speakers may instead lead to a better understanding of the adaptation processes of learners in different stages of interlanguage, when some features of the target language have not yet been acquired. For example, a non-native-like articulation of filled pauses may contribute to the so-called foreign-soundingness of L2 speech [7]. Reflections of the underlying L1 articulation system can often be observed, e.g. in the articulation of the filled pause *äh* [æː] in German as *euh* [œː] in L2 German with a background of L1 French [6]. However, a foreign-sounding articulation constitutes only a part of what defines non-native speech. In addition to grammatical and lexical differences, a non-native-like proficiency is often detected by the use of deviating speech patterns and frequency distributions. It has been stipulated that learners produce disfluencies more frequently than native speakers. In a corpus study of 50 interviews with advanced German learners of English, 84% use significantly more filled pauses than native speakers [4]. However, it remains unclear whether this is merely caused by higher cognitive processing costs. It may as well be that “speakers have a strong inclination to transfer their pause profile from L1 to L2 performance” [8, p. 270]. With this in mind, we predict that repairs in L2 German show the some kind of transfer. We will examine this hypothesis using the Berlin Map Task Corpus.

2. THE BERLIN MAP TASK CORPUS

The Berlin Map Task Corpus (BeMaTaC; https://u.hu-berlin.de/bematac) is a freely available corpus of spoken German. It consists of an L1 subcorpus recorded with native speakers of German and an identically designed L2 subcorpus with advanced speakers of German as a foreign language (to date, all learners in the corpus are native speakers of English and have test scores equivalent to ECFR level C1 or above).

BeMaTaC uses a map-task design, where one speaker (the instructor) instructs another speaker (the instructee) to reproduce a route on a map with landmarks [1]. The speakers cannot see each other and are thus unable to communicate non-verbally. The dialogues are recorded with two separately placed microphones and a video showing the drawing hand of the instructee. Transcriptions are consistently tokenized and time-aligned. Instead of inline annotations, BeMaTaC is using a multilayer standoff architecture [9]. This allows for a wide and easily extendable range of different annotations layers. These include layers for general disfluencies, repairs, repair sub-classifications and silent pauses. Extensive and anonymized metadata are provided with every dialogue. In learner dialogues, this also includes proficiency levels, surveyed by means of a C-Test [5], as well as the details of L2 acquisition.

In its pilot release (all data in this abstract are based on the 2013-02.1 release), BeMaTaC has 12 L1 dialogues with a total of 66 minutes and 13891 tokens and 5 L2 dialogues with a total of 77 minutes and 5155 tokens. Token counts are based on the diplomatic transcription which includes all verbal utterances, including filled pauses and truncated words. Contractions such as *haste (have-you)* are counted as one token only. Non-verbal utterances such as laughter and silent pauses are excluded. Disfluencies make up for 8.8% in native speakers and 14.7% in learners (we exclude unfilled pauses in this abstract). The corpus is accessible via ANNIS [13], an open-source browser-based search and visualization tool for deeply annotated corpora (http://annis-tools.org; for access-
3. REPAIRS

Repairs consist of an original utterance (reparandum) and a replacement (reparans) [11]. Anything additional in between, e.g. filled or silent pauses, is called interregnum. Reparantia often subsume other disfluencies such as repetitions or truncations, as shown in Fig. 1 (following https://u.hu-berlin.de/schlaegste recreates the corpus query). The interregnum of the instructor is filled with *ähm* followed by a silent pause of 1.5 s. As L2 speakers usually need more processing capacity and working memory [12], we can predict that they should produce more filled pauses, as seen in [4]. Thus, learners should also use more repairs with interregna.

In a study about the structure of repairs of L1 and L2 German speakers in BeMaTaC, advanced learners with a competence level of C1 and above do not differ from native speakers in the frequencies of their repairs [2], cf. Table 1. The fact that they do not use more repairs with interregna than native speakers may indicate that either their planning capacity or their disfluency patterns are well adapted to the target language.

If there is no evidence for differences between L1 and L2 speakers in their repair frequencies, what is it that drives the appearance of interregna? A mixed-effects model in the study above suggests that repetitions and substitutions in the reparandum reduce the probability of interregna ($\beta = -0.74$, SE = 0.15, $z = -4.78$, $p < .001$), as opposed to insertions. It seems that the information structural processing of what can be seen as ‘new’ information is as challenging for non-natives as it is for native speakers. On the other hand, repeating or substituting what could be considered salient material tends to produce a higher amount of repairs without interregna, both for L1 and L2 speakers.

Thus, the same repair behaviour of the two groups might in fact be driven by constraints that apply language-internally and reflects the ease of repeating or modifying linguistic material as opposed to adding something new.

4. SUMMARY

We investigated the repair behaviour of L1 and advanced L2 speakers in a corpus of spontaneous speech. The results of this study imply that a native-like use of disfluency patterns can be achieved, at least for the number of repairs and within-repair behaviour. The resource employed for this study can easily be used and extended for future research in learner speech.

Table 1: Frequencies of repairs in BeMaTaC.

<table>
<thead>
<tr>
<th></th>
<th>N per token</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1 repairs</td>
<td>245 0.0265</td>
</tr>
<tr>
<td>L2 repairs</td>
<td>261 0.0265</td>
</tr>
</tbody>
</table>
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